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 High-throughput technologies such as microarrays and next-generation 

sequencing have been extensively used to identify and characterize genome-

wide gene expression profiles  

 

 Applications of these technologies have been accumulating tons of invaluable 

experimental data from which genomic abnormalities, particularly related to a 

disease, can be captured  

OpenArray® RT-qPCR Platform RNA Sequencing 

 How to deal with BIG DATA for analysis become a major challenge 
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 Several machine learning approaches have been applied to disease 

sample classification 

 

 SVM for characterizing functional roles of genes in yeast genome and 

cancer tissues (Brown, et al., 2000; Furey, et al., 2000)  

 

 RF for classifying cancer patients and predicting drug response for cancer 

cell lines (Zhang, et al., 2003 ; Diaz-Uriarte and Alvarez de Andres, 2006; 

Riddick, et al., 2011;) 

 

 NB for classification on prostate cancer (Demichelis, et al., 2006; Helman, 

et al., 2004) 

 

 PAM (Prediction Analysis of Microarrays) for molecular classification of 

brain tumor and heart disease (Northcott, et al., 2011; Tibshirani, et al., 

2002) 

 

 These studies, however, focused largely on the data from one platform 

such as microarray 
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 Only recently, our group developed PIGExClass (Pal, et al., 2014), 

platform-independent isoform-level gene-expression based classification-

system, that captures gene signatures for enabling to transfer them from 

one analytical platform to another 



Overview and Challenges 

Microarray data 

with sample labels 

Tumor subtype 

classification 

Next generation 

sequencing (e.g., RNA-

Seq) 

5 

m x n matrix 

Machine learning 

 Can we overcome the gap between 

the data from different platform due to 

the different technology? 

Poor accuracy 



Biological Background of the Target Tumor 
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 Our target cancer is GBM (glioblastoma multiforme). 

 

 Most common and aggressive brain tumor in humans 

 

 Patients with the disease have median survival of only about one 

year 

 

 First target tumor for gene expression profiling by The Cancer 

Genome Atlas (TCGA) consortium 

 

 GBM genomic profiling led to find biomarkers and categorized into 

four subtypes—Neural, ProNeural, Mesenchymal , CLassical  

 

 The GBM subtypes are important for a personalized therapeutic 

treatment 



Materials and Methods 

 Dataset 

 GBM (glioblastoma multiforme) 

   Exon-array (342) ∩ RNA-Seq (155) → common sample (76) 

   Four subtypes: Neural (18), ProNeural (22), Mesenchymal (16)    

      CLassical (20)   

 Feature ranking and selection (~115k → 2k → 200) 

 CV (Coefficient of Variation): degree of variability 

 SVM-RFE 

 RF_based_FS (RF based Feature Selection) 

 Unsupervised Data discretization (bin size = 10) 

 Equal-frequency binning (Equal-F) 

 Equal-width binning (Equal-W) 

 K-means clustering 

  Classification algorithms 

 SVM (Support vector machine) 

 RF (Random forest) 

 NB (Naïve bayes) 

 PAM (Prediction Analysis of Microarrays): modified version of KNN 
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Methods 

 Data types 

 Fold change: quantitative change of  gene expression defined as 

log2 (T/N) where T is expression of tumor samples and N is median 

expression of normal samples  

 

Equal-width binning finds maximum and minimum values, and then 

divides the range into the user-defined equal discrete intervals, i.e., 

With bin size=3, X={5, 3, 1, 1, 1, 1, 2, 2, 4, 8, 9, 12}  

min(X):1, max(X):12   

Bin1= (1,4), Bin2 = (5,8), Bin3= (9,12)   

Output X’={2, 1, 1, 1, 1, 1, 1, 1, 1, 2, 3, 3} 

 

 Equal-frequency binning sorts all continuous variables in ascending 

order, and then divides the range into the user-defined  intervals so 

that every interval contains the same number of sorted values, i.e., 

With bin size=3,  X={5, 3, 1, 1, 1, 1, 2, 2, 4, 8, 9, 12}  

Sort(X) = {1,1,1,1,2,2,3,4,5,8,9,12} 

X’={3, 2, 1, 1, 1, 1, 2, 2, 2, 3, 3, 3}   
8 



Classification on the same platform 

  Total (342 exon-array samples) 

  Training: 257 samples (3/4th),  testing: 85 samples (1/4th) 
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Coefficient of Variation 

SVM-RFE 



Classification on the same platform 

  training: 257 samples (3/4th),  testing: 85 samples (1/4th) 
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Random Forest based Feature Selection 

Feature 

selection 
CV (%) SVM-RFE (%) RF_based_FS (%) 

Classifier FC Equal-W Equal-F Kmeans FC Equal-W Equal-F Kmeans FC Equal-W Equal-F Kmeans 

SVM 
91.7 

(150) 

91.7 

(150) 

91.7 

(200) 

92.9 

(200) 

88.2 

(200) 

89.4 

(200) 

96.5 

(200) 

94.1 

(150) 

98.8 

(150) 

96.5  

(70) 

96.5 

(200) 

98.8 

(150) 

RF 
87.1 

(60) 

85.9  

(70) 

85.9  

(60) 

89.4  

(60) 

82.3 

(70) 

83.5 

(200) 

91.7 

(200) 

91.7 

(150) 

92.9 

(200) 

94.1  

(90) 

91.7 

(100) 

91.7 

(150) 

NB 
89.4 

(200) 

90.6 

(150) 

87.1 

(150) 

87.1 

(150) 

76.5 

(200) 

75.3 

(150) 

88.2  

(80) 

82.3  

(90) 

91.7 

(100) 

95.3  

(200) 

89.4  

(60) 

88.2 

(150) 

PAM 
83.5 

(150) 

84.7 

(150) 

88.2 

(200) 

83.5  

(60) 

75.3 

(100) 

72.9 

(200) 

85.9 

(200) 

82.3 

(150) 

92.9 

(150) 

95.3  

(200) 

85.9  

(80) 

89.4 

(150) 

Best accuracy considering all 200 features 



Classification across platforms 

  training: 342 exon-array samples,  testing: 155 RNA-seq TCGA samples 
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Coefficient of Variation 

SVM-RFE 
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Classification across platforms 

  training: 342 exon-array samples,  testing: 155 RNA-seq TCGA samples 
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Random Forest based Feature Selection 

Feature 

selection 
CV (%) SVM-RFE (%) RF_based_FS (%) 

Classifier FC Equal-W Equal-F Kmeans FC Equal-W Equal-F Kmeans FC Equal-W Equal-F Kmeans 

SVM 
40.8 

(100) 

35.5 

 (80) 

94.7 

(200) 

89.5 

(150) 

42.1 

(200) 

75.0  

(200) 

93.4 

(200) 

73.7  

(60) 

32.9 

(50) 

44.7  

(30) 

92.1 

(200) 

73.7  

(30) 

RF 
68.4 

(200) 

80.2 

(200) 

94.7 

(200) 

84.2 

(150) 

60.5 

(200) 

75.0  

(200) 

90.8 

(150) 

81.6 

(150) 

67.1 

(60) 

85.5  

(80) 

93.4 

(200) 

85.5  

(90) 

NB 
25.0  

(90) 

30.2  

(10) 

86.8 

(200) 

75.0  

(200) 

35.5 

(40) 

38.1  

(10) 

84.2 

(200) 

67.1  

(60) 

31.6 

(200) 

40.8  

(20) 

89.5 

(200) 

68.4  

(50) 

PAM 
42.1 

(40) 

26.3  

(10) 

86.8 

(150) 

71.0  

(200) 

42.1 

(150) 

36.8 

(200) 

82.9 

(200) 

60.5  

(60) 

44.7 

(200) 

44.7  

(50) 

88.1 

(150) 

63.1 

(30) 

Cont. 

Best accuracy considering all 200 features 



Classification across platforms 

  training: 342 exon-array samples,  testing: 155 RNA-seq TCGA samples 

13 

Feature 

selection 
CV (%) SVM-RFE (%) RF_based_FS (%) 

Classifier FC Equal-W Equal-F Kmeans FC Equal-W Equal-F Kmeans FC Equal-W Equal-F Kmeans 

SVM 40.8 26.3 84.2 81.6 36.8 40.8 85.5 39.5 28.9 30.2 76.3 39.5 

RF 67.1 73.7 89.5 76.3 55.2 60.5 86.8 80.2 56.6 81.6 90.8 85.5 

NB 25.0 23.7 80.2 71.0 32.9 23.7 76.3 22.3 23.7 23.7 84.2 36.8 

PAM 35.5 23.7 78.9 64.5 39.5 27.6 73.7 32.9 39.5 23.7 81.6 44.7 

Accuracy using top 100 features 



Proposed pipeline for subtype prediction 
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Conclusions 
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 We presented an integrative application of feature selection and data 

discretization combined with the state-of-the-art machine leaning 

methods.  

 

 Due to the differences in the data scales and magnitude from various 

platforms  (e.g., microarray, RNA-Seq, RT-qPCT) , platform transition 

remains a challenging problem, but data discretization bridge the gap 

across platform. 

 

 In particular, our analysis showed Equal-F binning led to higher 

accuracy of classification over FC, Equal-W binning, and k-means 

clustering when considering platform transition.  

 

 With Equal-F binning, random forest based feature selection performed 

more efficiently than SVM-RFE. This is particularly obvious when fewer 

genes (e.g., < 100) are considered in classification. 
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