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“Success does not consist in never making mistakes but in never making the

same one a second time.”

George Bernard Shaw
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ABSTRACT

RNA junctions are key motifs in the organization of RNAs since they define the
global topology of the biomolecule. RNA junction analysis and prediction with
applications to viral RNAs are the main subjects of this thesis.

Motivated by previous studies of 3 and 4-way RNA junctions, we analyze
higher-order RNA junction structures using a non-redundant dataset of RNA
crystal structures to show that sub-junctions contain helical arrangements of
lower-order RNA junctions and that recurrent tertiary motifs such as A-minor
interactions stabilize junction architecture.

Based on the knowledge obtained from the RNA junction analysis, we de-
velop a novel bioinformatics/data mining approach to predict helical topologies
of RNA junctions as tree graphs, called RNAJAG (RNA Junction-As-Graph).
Using a large set of 200 junctions, we show that RNAJAG predicts reasonably
the helical junction configurations in 3 and 4-way junctions of the native RNAs.

The combined advances in RNA junction analysis, prediction, and mod-
eling lead us to propose candidate RNA junction structures of regulatory re-
gions, called internal ribosome entry site (IRES), of the foot-and-mouth-disease
virus (FMDV). Based on all available experimental data, we model junction
topologies, build atomic 3D models, and investigate candidate structures by
MD simulations to determine the most energetically favorable configurations
and analyze tertiary interactions. Our collective findings suggest a plausible
theoretical tertiary structure of the apical region in FMDV IRES domain 3.
Our work provides insights into the potential role of the long-range interactions
for structural stability and organization of domain 3.

There is also much interest in the dynamic nature of RNA junctions as
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they are capable of undergoing conformational changes that are often linked
to important biological functions. Thus, we study the dynamic properties of
4-way RNA junctions, as found in FMDV IRES domain 3, employing molecular
dynamics (MD) simulations. Our results suggest a mechanism of interconversion
between different conformations of the junction via a rotation between helical
axes of coaxial stacking conformers. Together with the theoretical candidate
structure investigation, this mechanism is crucial to understand the possible
conformational change of the junction that will help elucidate required tertiary
contacts for RNA structure stability and their roles in important biological

functions.
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Chapter 1

Background and Introduction

1.1 Biological roles of RNA

RNA has long been known to play a central role in information transfer by
delivering to DNA instructions on protein synthesis. This classical paradigm had
been expanded since the recent discovery of non-coding RNAs [30] to numerous
functional roles that encompass gene regulation at all stages of the cell life cycle.
Deciphering the functions of these gene-regulating RNAs presents an exciting
challenge for the next decade.

To understand their biological functions, determination of the structural
features of RNAs is essential because sequence alone does not provide enough
information. Indeed, RNA structural biology has been providing insights into
detailed descriptions of structure-function relationship. One of the prominent
examples was the determination of high resolution crystal structures of large
non-coding RNA called ribosome [5, 149, 140], providing overall architecture of
RNA folding and its interaction with proteins; contribution of these works was

rewarded by the 2009 Nobel Prize in Chemistry.



Characterizing structural aspects of RNA has been a great challenge Since
the very first key discovery of RNA about 60 years ago; only in 1956, RNA
structural biology began with a report that two single-stranded RNA molecules
(polyribo U and polyribo A) could spontaneously hybridize to form a double-
stranded RNA helix [150]; about 20 years later, the first crystal structure of
complex transfer RNA with full atomic details was solved by Klug [151] followed
by the determination of large ribosomal RNAs in 2000 [5, 149, 140]. Several
decades of effort on the work of RNA structural biology has led to remarkable
progress on an understanding the details of RNA structures (e.g., RNA 3D
motifs, RNA-protein interactions) to their biological functions. However, we
face more challenges today with the findings of new non-coding RNAs [152, 153].
The functional roles of these RNAs remain elusive, and exciting new discoveries

of regulatory roles have yet to come.

1.2 Fundamental structural elements of RNA

RNA is a single-stranded polymeric molecule composed of four nucleotides—
adenine (A), guanine (G), cytosine (C), and uracil (U). Each nucleotide is com-
posed of three different entities—base, sugar, and phosphate; the bases come
from two groups: purine (adenine and guanine) and pyrimidine (cytosine and
uracil) (Figure 1.1A). These nucleotides can interact with each other to pair
bases via hydrogen bond formations: three hydrogen bonds for G-C and two for
A-U base pairs (Figure 1.1B). The base pairs stack to form a double-stranded
helix (Figure 1.1C) where the base pairing interactions can be classified in three
different types: canonical Watson-Crick base pairs (A-U, G-C), wooble base
pair (G-U), and non-canonical base pairs (A-A, A-G, A-C, C-C, C-U, G-G,
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Figure 1.1: Three chemical entities of nucleotide unit and base pairing in RNA.
(A) Each nucleotide unit is composed of base (purine or pyrimidine, each col-
ored orange and cyan), sugar (colored green), and phosphate (colored gray).
(B) Nucleobases can form hydrogen bonds (colored dotted red) to pair bases:
GC and AU base pairs are shown, for example. (C) Double-stranded RNA

formed by stacked base pairs

U-U) [154, 86].

These different base pair types result in the formation of fundamental RNA
2D structural elements—loops, bulges, helices, and junctions (Figure 1.2). A
hairpin is formed when two regions of the same strand complements each other
and build a double-stranded helix that ends in an unpaired loop. A bulge and
internal loop are defined when introduced unpaired residue(s) on one side and
both sides of strands between two stems, respectively. An RNA junction serves
as a hub for different double-stranded helical arms [90]; for instance, 3-way

junction is composed of three different helical stems. RNA junctions play crucial
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Figure 1.2: Secondary structural elements of RNA: bulges, hairpin loops, inter-
nal loops, and junctions. Hairpin loop (colored green) when forming a double
helix with that ends in an unpaired loop; bulge and internal loop (colored red
and blue, respectively) when introduced unpaired residue(s) on one side and
both sides of strands between stems, respectively; 3-way junction (colored or-

ange) connecting three different helical arms.

roles in RNA folding, serving as guides to the overall RNA architecture [182],

and will be studied extensively in this thesis.

RNA junction motifs and structural analyses. RNA junctions are ubig-
uitous, found in a wide range of species from small RNAs [6, 65, 183] to large
ribosomal subunits [15, 106, 58]. Thus, structural, energetic, and dynamic as-
pects of the junction motifs are essential to advance our current understanding
of a functional role in RNAs.

A growing amount of RNA structural data obtained mainly from X-ray
crystallography and NMR (nuclear magnetic resonance) have provided an ex-

ceptional opportunity to study structural properties of RNA junctions. For
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Three major family types—A, B, and C—are found in 3-way junctions where the
helical arm, not involved in coaxial stacking, has different helical arrangements
with respect to the coaxially stacked helices. (B) Nine major families—H, cH,
clL, cK, ¢, cW, 1, cX, and X—are determined in 4-way junction based on

coaxial stacking and overall helical arrangements.



example, Lescoute and Westhof [87] compiled and analyzed the 3-way junc-
tions, classifying the topologies into three different families and formulating
the rules of coaxial helical stacking formation (Figure 1.3A); two adjacent he-
lices most likely stack each other when connected with <2 nucleotides (nt).
Laing et al. [72, 73] extended the topology classification and analysis to study
higher-order junctions, grouping 4-way junctions into nine family types based
on coaxial stacking formation and overall helical arrangements (Figure 1.3B).
Bindewald et al. [11] developed the RNAJunction database, which provides tens
of thousands of solved RNA junctions with detailed structural annotations. All

these studies, however, provide limited insights into dynamic properties.

Conformational transitions in RNA junctions. RNA junctions are dy-
namic structural entities capable of undergoing conformational transitions. A
prominent example is the 4-way junction of hepatitis C virus (HCV) IRES where
two different conformations—parallel and antiparallel configurations—were re-
ported by crystallography and single-particle cryo-EM techniques [58, 185];
later, Lilley et al. [192] studied the IRES RNA junction using fluorescence res-
onance energy transfer (FRET) and showed that these two different stacking
conformations are related via continuous interconversion. Such dynamic char-
acteristics of 4-way junctions often have functional significance. For example,
Ul snRNA [184, 186] plays a crucial role in organizing a whole RNA structure;
hairpin ribozyme [187] involves in forming a catalytic site for RNA self-cleavage

reaction; and viral mRNAs [188] are involved in the maturation gene translation.

An example of RNA junctions in viral RNA. The viral replication of

foot-and-moth-disease virus (fmdv) begins with a translation initiation by form-



ing a specific RNA structure called internal ribosome entry site (IRES) on which
ribosomal complexes can bind for a gene expression. Structural elements of
IRES such as 4-way junctions in domain 3 can form a compact three-dimensional
(3D) structure and thus the 3D structural determination of IRES is crucial to
exploring and deciphering the initiation mechanism of translation. However,
little is known about the structure. We will study the candidate junction struc-

tures extensively in this thesis.

Base stacking interactions. In addition to the base pairing interactions,
base stacking interactions are also an important factor contributing signifi-
cantly to maintain 2D structural elements via the London dispersion forces [155],
known as dispersion forces between atoms and molecules, and electrostatic in-
teractions [156, 157], attractive or repulsive forces due to the presence of elec-
tronically charged particles. While maintaining the 2D structure, RNA folds

into a compact 3D shape via various tertiary interactions, also called motif.

1.3 RNA folding principles

The folding of RNA is hierarchical [154]: starting from a single sequence, a
2D structure is formed composed of various helical elements followed by a 3D
structure formation via pairwise tertiary interactions. For example, Figure 1.4
shows the hierarchical folding of TPP riboswitch (PDB entry 2GDI) [180] where
two tertiary interactions, A-minor (colored red) [105] and ribose zipper (colored
cyan) [131], are involved to bring cooperatively the helices in distance to fold;
the A-minor motif is defined when adenines are inserted into the minor groove

of neighboring helices while the ribose zipper motif is a tertiary interaction
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TPP riboswitch (PDB: 2GDI)

Figure 1.4: RNA structure and folding. RNA folding is hierarchical: starting
from a single sequence to form 2D structure followed by a 3D structure via

tertiary interactions.

between the backbone ribose 2-hydroxyls of two different regions in an RNA
chain.

Indeed, tertiary interactions help stabilize RNA fold and are largely classi-
fied in three different groups: loop-loop interactions (e.g., kissing hairpin and
pseudoknots), loop-helix interactions (e.g., A-minor, ribose zipper), and helix-
helix interactions (e.g., coaxial stacking) [158]. Figure 1.5 shows some of the
RNA-RNA tertiary interactions in fmdv ires domain 3 that are the essential key
to structural stability and organization [148]. Besides these interactions, ion,
solvent, or other molecules such as ligand and protein can also affect the fold of

RNA.

1.4 RNA 3D structure prediction

RNA 3D structure is essential to understand its role in biological processes.

Though often compared with protein folding prediction problems, RNA fold-
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Figure 1.5: Annotated diagram of domain 3 in foot-and-mouth-disease virus in-
ternal ribosome entry site shows 3D motifs (loop-loop, loop-helix, and helix-helix

interaction) working cooperatively to help stabilize the overall conformation.

ing prediction is still relatively young and immature, encountering difficulties
dealing with large and complex structures. In order to help overcome and ac-
celerate the investigation of RNA molecules, mathematical and computational
approaches have contributed to the RNA structure prediction field.

RNA2D3D [159] and ASSEMBLE [160] are semi-automated programs that
build first-order approximations of RNA 3D models using secondary or tertiary
structure information from homologous RNAs. Other automated 3D structure
prediction programs have been developed; FARNA [23], iFoldRNA [161], and
NAST [55] rely on coarse-grained modeling with simulations to fold RNAs with
the guidance of physics or knowledge-based energy functions; MC-Sym [109]
predicts all-atom models of RNA by inserting small cyclic motif fragments, col-
lected from solved RNA structures. BARNACLE [162] uses a coarse-grained
probabilistic model of RNA to predict atomic models by efficient sampling of
RNA conformations. MOSAIC [163] is another approach to efficiently and ac-



Table 1.1: List of programs for RNA 3D structure prediction

Name

Description

Reference

RNA2D3D

ASSEMBLE

FARNA

iFoldRNA

NAST

MC-Sym

BARNACLE

MOSAIC

Semi-automated program that builds a first-order
approximation of RNA 3D models using sequence
and secondary structure information
Semi-automated program that can analyze, ma-
nipulate, and build RNA 3D models

Automated de novo prediction program that builds
native-like RNA tertiary structures guided by a
knowledge-based energy function

Automated RNA structure prediction and folding
program using discrete molecular dynamics simu-
lations

Automated RNA folding program that uses a
knowledge-based potential coupled with a coarse-
grained molecular dynamics simulation
Automated RNA prediction program that builds
RNA using small cyclic motif fragments collected
from solved RNA structures

A coarse-grained probabilistic RNA structure pre-
diction program by efficient sampling of RNA con-
formations

A Monte Carlo sampling approach that uses local
and global hierarchical moves of RNA to efficiently

and accurately model RNAs

[159]

[160]

23]

[161]

[55]

109]

162]

[163)]
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curately model RNAs by including the local and global hierarchical folding
principles.

While these advances are significant, current limitations of all such pro-
grams, however, lie in predicting large or complex RNA structures, mainly due
to the large size of the conformational space. In particular, predicting the
3D structures of RNA junctions, formed by multiple helical arms, is challeng-
ing because the spatial organization is often determined by non-canonical base
pairs and base stacking interactions. Furthermore, even if these programs can
successfully generate models that locally resemble native RNA structures, the
spatial organization of helical elements in junctions tend to be inaccurate, thus

requiring manual intervention, as recently reviewed by Laing and Schlick [74].

1.5 Graph modeling approaches

Graph theory is a field of mathematics and computer science that study graphs
to model pairwise relations between objects. A graph is made up of vertices
(nodes) and edges (lines) that connect the vertices (Figure 1.6). A graph may
be directed or undirected depending on whether two vertices associated with
each edge are distinctive. Graphs or networks can be used to model various
types of relationships and dynamic processes in physical, social, medical, and
biological contexts [59].

As an application of graph theory, graphical representations are used to
catalog and organize structural features of RNA [37, 63, 60, 62]. The main
advantage of graph theoretical representation is a much reduced conformational
sampling space. Indeed, using tree graphs to describe the discrete repertoire

of RNA molecules has led to prediction of new RNA folds and design of novel
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@ Vertex (Junction center) = Edge (Helix or Junction)

Figure 1.6: RNA graph representations. (A) RNA junction elements in a sec-
ondary structure. (B) RNA tree graph representation, which describes a helix

as an edge and a loop as a vertex.

motifs [75, 164]. These graphical approaches began with pioneering works of
Waterman [165], Shapiro [166], and others [168, 167, 37]. Recently, Schlick
and coworkers introduced the RNA-As-Graph (RAG) tree and dual graphs to
represent RNA 2D topologies, catalogue all possible topologies [37, 63], and
predict novel RNA motifs [63, 60, 62, 61]. Knisley and coworkers applied the
RAG tree graphs to analyze secondary structures of RNAs and predict larger
RNA-like structures by merging two RNA graphs and applying neural network
analysis [68]. Gopal et al. applied RAG to model large viral RNAs [169].

Many other applications of RAG have been reported (see review in [164]). The
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much reduced RNA conformational space using these graphs opens new ways
to describe and predict large RNA topologies, as described in Chapter 3 of the

present thesis.

1.6 Molecular dynamics simulations of RNA

Understanding how this central molecule of life is able to accomplish such a
variety of functions necessarily involves RNA structure and dynamics at the
atomistic level, a challenge that can be addressed using a combination of exper-
imental studies and Molecular dynamics (MD) simulations.

Molecular dynamics is a computer-based simulation that deals with physical
motions of atoms in a given system. The atoms are allowed to interact for a
period of time, giving in turn a trajectory of the simulated system. The tra-
jectories are basically by-products of numerical solution of the Newton’s equa-
tions of motion for interacting atoms, where forces between the atoms and
potential energy are defined by molecular mechanics force fields. Although
MD in general has limitations due to a number of approximations (e.g., force
field) [98, 170, 171] and sampling [124], it is still useful to capture dynamical
features of simulated RNA systems that provides invaluable insights to inter-
pret experimental data such as molecule binding sites or interactions involving
ribosomal RNAs [174, 173], binding interaction between small molecule and
riboswitch [172], and important structural motions of RNA junctions in the
ribosome [175].

Only in 1983, it became possible to achieve pioneering MD simulations of 12
ps time-scale on tRNA with many approximations (e.g., in vacuum condition).

Although the high expectations that computer simulations might soon replace
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experiments in the laboratory [124] have not come true, continuous improve-
ments, such as finer treatments of solvent and electrostatics, have occurred.
Only in 1995, the particle mesh Ewald summation techniques with explicit sol-
vent made possible to simulate molecular dynamics for RNA [176].

Another major problem in the field of RNA MD simulations was the lack
of high-quality RNA crystals that serve as a starting template. For example,
a catalytic core of the hammerhead ribozyme demonstrates the importance of
solved RNA structures [177] that could lead to irrelevant trajectory of MD. An
accurate starting structure is crucial for a realistic assessment of dynamics in
the simulated system. Fortunately, more than 6,000 structures as of May 2013
are available in the NDB (Nucleic Acid Database).

The increasing computing power available for MD calculations has dramat-
ically boosted the field in recent years [124]. Yet, current challenges are to im-
prove the quality of the force fields, specifically for backbone parameters [119].
Among the two popular force fields for nucleic acids are—AMBER [17, 111] and
CHARMM [181]—AMBER has been extensively used for RNA/DNA simula-
tions while CHARMM for describing protein or DNA/RNA-protein complexes.
The combination of high-quality starting structures, improved force fields, and
increased computational power make MD a very promising technique to study
the structure and dynamics of RNA, especially in conjunction with experiments.

This historical overview led us to propose the "field expectation [191]” curve
of RNA modeling and simulation shown in (Figure 1.7) that particularly em-
phasizes the transition from initially unrealistic excitements with high hopes
followed by disappointments to a more practical viewpoint with many produc-

tive progress in theory, technology, and experiment.
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Figure 1.7: Proposed expectation curve for the field of RNA modeling and simu-
lation, with approximate timeline [124]. The field launched when comprehensive
molecular mechanics efforts started, and received a momentum with the avail-
ability of fast workstations as well as supercomputers. The unrealistically high
expectations raised from the first simulation of tRNA gave in turn disappoint-
ments for a decade mainly due to force field problems. Since then, the field

becomes more mature with realistic progress and balance between theory and

experiment.
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1.7 Challenges in the field of RNA 3D struc-
ture prediction

Although significant advances made by increasing computational resources and
technologies have been achieved over the past decades in the field of RNA mod-
eling, many challenges still remain.

Perhaps the most challenging problem in RNA modeling is the prediction
of long-range tertiary interactions. Although not highly reliable, one possible
way to predict candidates of long-range interactions is to perform analysis us-
ing multiple sequence alignment where patterns of conservation can be observed
by covariation (mutation and counter-mutation) of sequences at different posi-
tions in the RNA molecules. Currently, programs such as ISFOLD [178] and
SHEVEK [179] are capable of predicting the tertiary contacts using the MSA
technique.

Several RNA 3D structure prediction methods have shown that small to
medium-sized system (e.g., < 50 nt) could be achieved well or at least reasonably
with existing prediction programs, whereas predicting larger systems remains
not feasible due to the versatile nature of RNA molecules. Specific examples (>
100 nt) include a regulatory region of viral RNAs (e.g., hrv (human rhinovirus),
fmdv (foot-and-mouth-disease virus)).

Predicting the 3D structures of RNA junctions, formed by multiple helical
arms, is challenging because the overall configuration is often determined by the
non-Watson-Crick base pairs and base stacking interactions. Furthermore, when
computational prediction programs can successfully generate models that locally

resemble native RNA junction structures, the accurate positioning of helical
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elements in junctions is still challenging, often requiring manual manipulation.
RNA folding pathway often has functional significance as exemplified by ri-
boswitch, regulating gene expression by ligand-induced conformational changes [189].
Although a growing amount of RNA structural data using experimental tech-
niques have provided an excellent opportunity to study structural properties of
RNAs, these studies failed to provide insights into dynamic properties; particu-
larly, RNA junctions are dynamic structural entities undergoing conformational
transitions. Computational approaches such as MD simulations to study the

RNA folding pathway are rather limited only to small RNAs (e.g., hairpin) [190].

1.8 Overview of this thesis

While RNA structural elements are all important with a greater scope of larger
RNA folding problems, this work focuses on various aspects of RNA junction
structures and its application to predict 3D structure of viral RNAs. In Chap-
ter 2, we begin with RNA junction structure analysis, the central motif of a
larger architecture in RNA folding, using non-redundant dataset of RNA crys-
tal structures from the PDB database; this is upon previous analyses on 3 and
4-way junctions that we extend to higher-order junctions.

Grounded in the knowledge/information obtained from the RNA junction
structure analyses, we describe in Chapter 3 our novel program for predict-
ing helical topologies of RNA junctions as tree graphs, called RNAJAG (RNA
Junction-As-Graph). RNAJAG consists of two components—junction topology
prediction and graph modeling—and yields fairly good representations against
the helical configurations in native RNAs for a large set of 200 junctions.

With the advances in analysis, prediction, and modeling of RNA Junctions
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altogether, in Chapter 4 we propose candidate RNA junction structures of reg-
ulatory regions, called internal ribosome entry site (IRES), in foot-and-mouth-
disease virus (FMDV). Together with all available experimental data, we model
junction topologies, build atomic 3D models, and investigate each of the candi-
date structures by molecular dynamics simulations to determine most energet-
ically favorable configurations and analyze specific tertiary interactions. These
collective findings, together with available experimental data, suggest a plausi-
ble theoretical tertiary structure of the apical region in FMDV IRES domain
3.

RNA junctions are dynamic, capable of undergoing conformational changes.
Therefore, there is much interest in their conformational pathways. In Chap-
ter 5, we study dynamic properties of fully base-paired 4-way RNA junctions
(namely 4H junction) that are found in FMDV IRES domain 3. We suggest a
potential folding pathway for interconversion between different conformations

of the 4H junction.

18



Chapter 2

Classification of Higher Order

RNA Junction Topologies

2.1 Introduction

RNA junctions are present in a wide range of RNA molecules.! Spatial ar-
rangements of these secondary structures (Figure 2.1A) are involved in var-
ious biological functions that include the self-cleaving catalytic properties of
the hammerhead ribozyme [147], promotion of functional folded states of the
hairpin ribozyme [139], recognition of the binding pocket domain by purine ri-
boswitches [6, 125], and translation initiation of the HCV virus at the internal
ribosome entry site (IRES) [58]. Several junctions also occur within ribosomal
RNA subunits [15, 106, 144] where they play important roles and often bind
to ribosomal proteins [66]. Because junctions serve as major architectural fea-

tures and building blocks in RNA, it is essential to better understand structural,

'This chapter is based on one of our published articles [72].
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Figure 2.1: Junction architecture for E. Coli 23S rRNA (2AW4_2073 from
Table 2.1). (A) Secondary structure diagram of the 6-way junction element
composed of six helices labeled H; to Hg (color-coded) and six loop regions la-
beled J;/5 to Jg/1 with nucleotide positions marked in black. Helices and loop
regions are labeled uniquely according to the 5’ to 3’ orientation of the entire
RNA structure, by labeling H; as the first helix encountered while entering the
junction in the 5" to 3’ direction; subsequent helices within the junction are
labeled as one moves along the nucleotide chain in the same direction. Lines in-
side the helices represent the canonical Watson-Crick base pairs G-C, A-U, and
the G-U wobble base pair. (B) Network interaction diagram representing base
pairs of the same 6-way junction according to the Leontis-Westhof nomencla-

ture [86]. (C) 3D representation diagram containing coaxial stacking between

helices Hy (red) and Hy (blue).
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energetic, and dynamic aspects of these elements.

2.1.1 Earlier works of RNA junction classifications

RNA crystallography, NMR, and other experimental techniques such as flu-
orescence resonance energy transfer (FRET) and small-angle X-ray scatter-
ing (SAXS) have offered unprecedented opportunities to analyze RNA tertiary
structure [144, 5, 14, 91, 133, 137, 140]. Such aspects have revealed structural
properties of junctions; specifically, coaxial stacking of helices and long-range
tertiary interactions [49, 50, 65, 141] (see Figure 2.1B and C). For instance,
Lilley et al. [48, 88, 89] analyzed the conformations of 3 and 4-way junction
examples in nucleic acids using FRET and observed transitional changes and
flexibility in their helical configuration under various ionic strength of Mg?* and
Na™. Lescoute and Westhof [87] compiled and analyzed a topological character-
istics of 3-way junctions in folded RNAs, categorizing these junctions into three
major families and specifying rules to predict coaxial stacking; which occurs
when two separate helical regions stack to form coaxial helices as a pseudo-
continuous helix (see Figure 2.1A and C). The loop connecting the stacked
helices constrains the conformational space that these helical axes can explore.
Laing and Schlick [73] analyzed a topology of 4-way RNA junctions and grouped
them into nine major families based on coaxial stacking interactions and helical
conformation signatures. Tyagi and Mathews [135] performed coaxial stacking

prediction of RNAs based on free energy minimization.
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2.1.2 RNA junction dataset preparation and classifica-
tion

The dataset of our 3D RNA junctions as collected from the RCSB Protein Data
Bank [9]. Based on available structures as of April 2009, 554 high-resolution
structures were selected, with repetitions omitted by choosing the more recent
structures. Junction elements were searched within these and analyzed for base
pair interactions.

To perform our comprehensive search of n-way junctions (3 < n > 10) in
the set of RNA structures above, we first considered the secondary structure as-
sociated with every 3D structure defined in terms of its canonical Watson-Crick
(WC) base pairs and the single stranded regions. The search for canonical WC
base pairs was performed using the program FR3D [122]. Second, we searched
for sets of n distinct strands connecting in a cyclical way by at least two con-
secutive canonical WC base pairs (Figure 2.1A). For simplicity, pseudoknots
were automatically removed during the search, but later re-inserted for statis-
tical analysis. Visual inspection was also used to verify the correctness of our
procedure. In addition, we compared our search outcome to data available from
the RNAJunction database [11], to ensure the verity of all junctions.

Crystal structures containing at least one junction were identified, 43 in to-
tal. The structures include the two high resolution crystal structures of the 16S
(PDB entry 2AVY and 2J00) and four 23S rRNAs (PDB entry INKW, 1S72,
2AW4, and 2J01). Although the 3D shape of equivalent rRNA molecules is
highly conserved among species, differences are informative because they help
understand evolutionary changes that Nature allows while keeping their molec-

ular function intact. In total, our dataset thus contains 207 RNA junctions as
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listed in Table 2.1 and Tables A.1lin Appendix A and A.2.

Non-canonical base pairing with alternate hydrogen bonding patterns often
occur in RNA. A consensus between FR3D and RNAVIEW [142] was considered
to classify base pairs. When discrepancies occur, we employed visualization
programs such as Pymol (Schrodinger, LLC) and Swiss PDB viewer [43] to
check the structures further. Additionally, the junction data were analyzed
from different perspectives: sequence signatures, length of loop regions, 3D
motifs, and the 3D organization of their helices. Orientation aspects such as in
coaxial stacking, helices that form perpendicular interhelical angles, and helices
aligning their axes in parallel without the use of stacking forces were analyzed
on by inspection. Pairwise structure alignment between junction domains was
performed using the ARTS web server [27].

Network interaction diagrams describing base pair interactions were repre-
sented symbolically according to the Leontis and Westhof base pairing classi-
fication [83, 86]. The diagrams were created using VMD [51] and S2S [56], a
visual aid program grounded in RNAVIEW.

2.1.3 Overview of Results

Our combined analyses of RNA structures have unraveled recurrent structural
motifs across a variety of RNA molecules. Previous work on annotation and
analysis of RNA tertiary motifs [141] based on a representative set of high-
resolution RNA structures showed that coaxially stacked helices are abun-
dant tertiary motifs that often cooperate with other tertiary motifs such as
A-minor [105] for long-range interactions to stabilize RNA structure. Building

upon existing work on 3 and 4-way junctions [87, 73|, we extend the analysis to
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Table 2.1: List of RNA 3D structures containing 23 5-way junctions, nine 6-way
junctions, four 7-way junctions, one 9-way junction, and two 10-way junctions.
The name describes the PDB entry and the number of the first residue of helix
H; in the junction. The nomenclature is based on [90] and the helices are
numbered according to the scheme in Leffers et al. [80]. Single line between
rows separates junctions with the same number of coaxial helices. Double line

between rows separates the junction’s degree of branching.
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. HIH2,
IUGB_& W1 Gl intren Azaumreis HIH4 HS3HS2HE nHS» B2-3-8-7.1-10
v . ) HIH3,
0Q_43 SWI | GIinten Fiwews fryvins HS42HS  HSyHS ¢ PA-4-6-7.1-7.2
238 (RNA H. HIH2, H14-15-16-21-
2 HS4HEHEHSHS
1572_238 SWI | et HIHS AHSHSHEHS: I 23
a J 3 -]5- I]-
2101_267 SWI ‘#:Jm.;} s HS HS(HSHSHS, P | His1e
. Leuyl-iRNA T. HIHS
2 bl e -
IBTE_6 SWI | e vl HS33HS:H HI-2-34-5
N . | Hius,
INRO_6& SWI | LeueyRNAE Coli | o HS3HS,HS, HS:H H1-2-3-4-5
238 [RNA T. H2HS
2 r - HSHE,2HS HS 5
2301 _45 SWI | et ides H3 HA JHS2HS HS, I HAA-5-8-9-10
. HIHS,
IAWS 46 SWI | 238 (RNA E Coli 3 A HSHS,2HS HS, I H4A-5-8-9-10
INKW 45 SWI ﬁf“ﬂ‘;ﬁﬁ %ﬁf{i HS4HS,2HS HS, I HAA-5-8-9-10
Gl intron 0. . [A-IB-IC-ID 1-
IBWP 23 SWI | ovensts H2H3 HS3HS:HS; HSHS; Kin
. 165 fRNA T.
2 HSaH S HEHSHS , d-16-17-
2300 _35 SWI | s H3H4 AH S HSHSHS) 5 H3-4-16-17-18
JAVY 35 SWI | 168 (RNA E. Coli H3IH4 HS3H S HEHSHSs 5 H3-4-16-17-18
a J -3T7-32-
INKW_ 592 | swi ﬁfnﬂ;ﬁﬁ H4HS HS4HEHE:2HS 1 :Ef’ 27-32-36-
. 238 fRNA H. H26-27-32-36-
1572_640 SWI [ H4HS HS HS,HS,HE HS 4 i 4
AH-2T7-33-
IAW4_SE3 SWI | 238 RNA £ Caif HAHS HE HS;HS,HE:HE; I 55’:6 27-32-36-
238 [RNA T. H26-27-32-36-
a
2301 _583 SWI | s H4HS HS4HS:HE; HEHSg 1 W

24



Coaxlal

Helical
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higher order junctions (5 to 10-way junctions) and combine our findings to de-
scribe common tertiary motifs; including recurrent helical configurations; they
occur across all junctions found in solved structures, regardless of their degree
of branching. Our analysis reveals novel tertiary interaction motifs formed be-
tween perpendicular alignments of helices as well as common internal base pairs
that help form long-range interactions. We also discuss how RNA junctions
arrange their helical arms in similar configurations, regardless of their degree
of branching. Statistical data showing preferred base pair and base stacking

interactions are also reported.

2.2 Results

Network interaction diagrams (see Figure 2.1B) indicating base pair interactions
have proven useful in understanding RNA tertiary motifs [81, 82, 87] and in
investigating the topology of 3 and 4-way junctions [87, 72]. Here, we extend
such analyses to higher order junctions ranging the degree of branching helices
from 5 to 10. We begin with a description of the higher order junctions using
network interaction diagrams. For clarification, we label and color code helices
sequentially according to the 5" to 3’ orientation of the entire RNA as shown in
Figure 2.1A. We define a helix when at least two consecutive Watson-Crick base
pairs—G-C, A-U and G-U—are present. The single stranded region between
each pair of consecutive helices H; and H;,, is labeled by J;/;41. Each junction
element is labeled by its Protein Data Bank (PDB) entry [9] followed by the
first residue number of the first helix H; in the junction. The point where
strands cross over is called the point of strand exchange. We use the Leontis

and Westhof notation [83, 86] to study base pair interactions occurring within
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junctions and to describe common motifs. Our list of 207 junctions contains
junctions of degree 3 to 10 (see Table 2.1 and Tables A.1 and A.2, Appendix A)
and are assembled by taking all high-resolution RNA structures from the PDB
database [9] as of April 2009.

In our previous analysis of 4-way RNA junctions [73], we identified nine
broad 4-way junction families according to coaxial stacking patterns and helical
configurations (Figure 1.3B in Chapter 1). Helices within these junctions sta-
bilize their conformations using common tertiary motifs like coaxial stacking,
loop-helix interaction, and loop-loop interactions. Novel interactions involving
A-minor motifs and coaxial stacking of helices were observed at the point of
strand exchange in many 4-way junctions within the three families cH, cL and
cK (Figure 1.3B in Chapter 1). In our analysis of higher order junctions, we
find more disorder in the organization of their components. Still, similar to 3
and 4-way junctions, helices tend to arrange locally in parallel and perpendic-
ular patterns. In addition, similar motifs such as the A-minor interactions and

the sarcin/ricin like motifs [105, 85] are also commonly encountered.

2.2.1 Higher order junction classification

Due to the small number of examples available for higher order junctions (Fig-
ure 2.2), it is not possible to design a classification scheme similar to the families
assigned in junctions with relatively small degrees [87, 73]. However, a number
of recurrent interaction patterns and motifs can be observed, and their heli-
cal elements can be organized using coaxial stacking patterns and other helical

arrangements as described below.
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Figure 2.2: Histogram from a total of 207 RNA junctions sorted by degree of

branching helices ranging from 3 to 10.

5-way junctions

5-way junctions resemble lower-order junctions in terms of their helical arrange-
ments. For instance, Figure 2.3A-C shows junction diagrams with two coaxial
stacking interactions (seen as aligned colored helices) analogous to families in 4-
way junctions [73]. Specifically in Figure 2.3A, a junction found in the Azoarcus
intron [1] contains all its helical axes aligned roughly in a coplanar and parallel
arrangement and stabilized by long-range interactions, forming a crossing at
the point of strand exchange similar to elements in the 4-way junction family
cH. A-minor interactions [105] (denoted by empty and solid triangles known as
Sugar-Sugar interactions) are the most conserved interactions responsible for
such crossings. Similarly, the junction 2BTE_6 in Figure 2.3B corresponds to
the transfer RNA, where four helices form the well known “L” shape while an
extra helix bulges out of the “L” shape. Also of interest, both Figure 2.3B
and C contain junction examples with a pair of perpendicular coaxial stacking

interactions. While the pattern in Figure 2.3B is a coaxial stacking produced
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between consecutive helices, that in Figure 2.3C is a coaxial stacking between
pairs of non-consecutive helices (HoHs and H3Hs for each case). Thus, coaxial
stacking interactions are not exclusively formed between neighboring helices.
Figure 2.3D-F shows junction diagrams with one coaxial stacking perpen-
dicular to at least one helix. Specifically, Figure 2.3D illustrates a junction
with one coaxial stack and one helical alignment (helices aligned without stack-
ing interactions) arranged in a perpendicular configuration. As observed in 3
and 4-way junctions, such perpendicular arrangements among helices are sta-
bilized by loop-loop interactions (2BTE_6 in Figure 2.3B and 2AVY_57 in
Figure 2.3D), loop-helix interactions (2J01_45 in Figure 2.3C) or helix-helix
interactions (1S72_657 and 2AVY _35 in Figure 2.3F). Loop-loop interactions
typically involve Hoogsteen or Sugar edge interactions, but can also involve
WC base pairs. Loop-helix interactions primarily involve Sugar-Sugar inter-
actions forming A-minor motifs. Helix-helix interactions involve minor groove
interactions and will be discussed below in more detail. Junction diagrams in
Figure 2.3F resemble family c¢K of 4-way junctions, which are composed of one
coaxial stacking between two helices, while a third helix aligns perpendicular
to the coaxial stack. The remaining two helices are arranged based upon the

length of their flanking loop elements.

6 to 10-way junctions

In contrast to the compact globular shapes that many protein structures have,
RNA molecules prefer rather compact prolate ellipsoidal shapes [5, 132]. This
property reflects the way junctions form by keeping most of their helical axes
roughly coplanar. Compared to junctions with a low degree of branching, higher

order junctions are more disordered in the organization of their components;
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still, the basic helical arrangements such as coaxial stacking (present in every
high order junction), parallel, and perpendicular helical axes are retained, as
described next.

Figure 2.4A shows a 6-way junction from the ribonuclease P, forming a coax-
ial helix HiH5 and helices H3Hy in a plane, while the coaxial helix H;Hg leaving
this plane. The conformation produced by coaxial helices HiHs and HzHg is
similar to the antiparallel conformation found in the 4-way junction in the hair-
pin ribozyme [115]. The diagram in Figure 2.4B shows a 6-way junction with
the helical axes in a plane. The single strand J5/6 contains nucleotides 2385-2387
base pairing with a hairpin loop, forming a (pseudoknot) helix perpendicular
to Hy. The homologous 6-way junctions found in the H. Marismortui and T.
Thermophilus (1S72_2114 and 2J01_2073 in Table 2.1) shows helices Hz and
Hg aligned.

In Figure 2.4C, the 6-way junction 2J01_43 contains helices H;-H3 arranged
by forming a coaxial helix HoH3 which aligns perpendicular to Hy, in a similar
conformation to members of family A in 3-way junctions such as the M-box
riboswitch (2QBZ_53 in Table A.1, Appendix A), and 3-way junctions found in
the large ribosomal subunit (1572_51, 1572_1403 and 1S72_2130 in Table A.1,
Appendix A).

The 7-way junction in Figure 2.5A is formed by three coaxial helices aligning
their axes more or less in a plane. The coaxial stacking between non-neighboring
helices H; and Hy is due to a sarcin/ricin motif [85] formed between strands J o
and J7,;. The pair of coaxial helices HoHz and H;Hy aligns similar to family cH
in 4-way junctions [73], where a crossing occurs at the point of strand exchange
caused by A-minor interactions. At the same time, the pair of coaxial helices

H{H; and HgH; aligns similar to 4-way junction family H with its extra helix
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Hs in between. Helices H; and Hj arrange perpendicular to each other.

The 9 and 10-way junctions shown in Figure 2.5BC correspond to the central
junction connecting all domains in the 23S rRNA. The 10-way junction contains
an extra helix presumably formed through evolutionary variation. Note that in
both cases the strand Js/4 forms a “helical region” composed of alternating
canonical and non-canonical WC base pairs. Our definition of a helix requires
at least two consecutive WC base pairs to be formed; therefore, this region is
considered as a strand. Both junctions are non-planar due to the high degree
of branching and form three small globular helical regions. The first region is
composed of helices H; and Hg-Hyg (and Hyg for the 10-way junction) arranging
similarly to family cK in 4-way junctions [73]. Helices Hy, H3, Hg, and H; align
similar to family X in 4-way junctions. The third region is the coaxial helix
between H, and Hs.

Another common characteristic of higher order junctions is that long sin-
gle stranded elements occur to reduce steric clashes caused by junctions with
many helical arms, while preserving the preferred prolate and ellipsoid shapes
of RNA 3D structures. The single strands connecting two helices often traverse
or “jump over” a third helix in between as it occurs in the strand J3,4 shown
in Figure 2.4C. Moreover, these single strands interact with several junction
components while traversing as in the example 2AVY _35 in Figure 2.3F. Here
the strand J4/5 connecting helices Hy (magenta) and H; (orange), interacts with
J3/4 and with itself, then interacts with J,/3 and finally with J5/,. These longer
strands between helices allow frequent formation of pseudoknots (Figure 2.4AB
and Figure 2.5BC). Other properties of higher order junctions that are shared

by junctions with lower degrees are described in the following sections.
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2.2.2 Common statistical features in RNA junctions

From our dataset of 207 RNA junctions listed in Table 2.1 and Tables A.1
and A.2 in Appendix A, more than half are 3-way junctions, and the number
decreases as the degree of branching increases. Figure 2.2 shows that the fre-
quency of junctions arranged by degree of branching can be estimated by the
exponential function y= 228.4¢"7 ( R? = 0.94 ), but it is not clear how this es-
timate will change with increased RNA structures. Junctions of higher degree of
branching are observed in large RNAs such as the ribonuclease, group II intron,
and ribosomal RNA. In contrast, junctions with a small degree of branching
occur in a wide range of RNAs, from riboswitches to ribosomal RNAs.

The single stranded loop regions connecting helical elements in junctions
are composed by uneven proportions of nucleotide composition as shown in
Figure 2.6A. While a low percentage of Cs (14%) can be noted, loop regions are
strikingly A-rich (40%) for two reasons: A-minor interactions are important in
stabilizing helical arms, and adenines offer flexibility to the loop regions. Con-
versely, the lower concentration of Cs in loop regions corresponds to the smaller
number of non-canonical WC base pairs known involving cytosine; however, a
reasonable number of these Cs (14%) participate in pseudoknot formation or
WC G-C base pairs between loops within the junction. In addition, the con-
centration of WC base pairs near the end of helices (first and second position)
produce a high concentration of G-C (73%) base pairs, compared to lower A-
U (20%) and G-U wobble (7%) base pairs (data not shown); this might be
explained by the high stability (3 hydrogen bonds) of G-C base pairs.

Figure 2.6B describes the distribution of the loop size for all loops within

helical junctions (blue), loops between coaxial helices (stacked loop, shown in
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red), and loops between helices where no coaxial stacking is present (unstacked
loops shown in yellow). In general, a large number of loops range in size from
0 to 6 with a peak at 2, while the less frequent cases are loops of sizes 14 to 22.
Figure 2.6B also shows (in red) that coaxial stacking occurs preferentially in
helices adjacent to loops of smaller size, and no stacking is observed for helices
between loops of size greater than 8. Coaxial stacking of helices adjacent to
loops of size 6 or 7 occurs often due to many non-canonical base pair interactions,
which in turn stack with such helices, or also due to the presence of pseudoknots
forming at the loop. While a preference for coaxial stacking formation between
loops of small size can be noted, there are several cases in which helices with
a small loop size do not stack. Particularly, Figure 2.6B shows a peak at 2
corresponding to loops between unstacked helices (99 out of 143). Many reasons
could explain the absence of coaxial stacking in these cases, for example the
influence of external forces such as pseudoknot formation, long-range tertiary
interactions, and protein binding.

In agreement with the work by Elgavish et al. [29], non-canonical base pairs
involving A-G occur frequently at the end of helices, particularly a trans A-
G Hoogsteen-Sugar or cis A-G Watson-Watson base pairs. These, along with
standard Watson-Crick G-C base pairs forming a pseudoknot, are the most
frequent interactions observed at the end of helices in junctions. When a non-
canonical base pair A-G trans Hoogsteen-Sugar is formed, it often stacks to
a trans A-U Hoogsteen-Watson base pair. These two base pairs are recurrent
interactions observed in many junctions and become parts of larger 3D motifs
such as the sarcin/ricin [83, 85] or UA-handle motifs [54]. But they can also
form as independent and stable sub-motifs, often binding to RNA or proteins,

and assisting in the formation of coaxial stacking between helices.
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Other important base pair interactions found in junctions are the Sugar-
Sugar base pairs, which can form A-minor motifs [105] and often combine with
coaxial helices forming higher order motifs [141] (A-minor/coaxial helix). In
addition, when long-range interactions occur in junctions, a vast majority of
A-minor motifs are formed between loop regions flanking helices (e g., hairpins
and internal loops), while the helical receptors are located near the end of he-
lices [141]. Other base pair interactions also occur and are composed mostly
of purine-purine interactions. Long-range interactions such as A-minor are im-
portant elements because they stabilize helical arms in junctions and allow the

proper function of RNA molecules.

2.2.3 Novel tertiary motif for perpendicular helical ar-

rangements

One of the most common elements in the ribosome, highlighted by the structural
biologists, is the interaction of RNA double helices via minor grooves. Examples
of such interactions are A-minor [105], ribose zipper [131], G-ribo [130] and
along-groove packing motif (AGPM) [35, 36], also known as p-interaction [103].
The interactions presented here describe yet another strategy used for packing
minor grooves of rRNA helices against each other.

Helices in junctions often align their axes more or less perpendicular to
each other via helix-helix interactions along their minor grooves (Figure 2.7A).
Because the minor groove in A-RNA has a slightly concave shape, the sugar-
phosphate backbone of each helix can pack along the minor groove of the other
helix. We previously reported perpendicular interactions in 4-way junctions

where the AGPM motif is present [73] (WC G-U interaction in blue shown
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Ribo-base interaction types I and II. (C) Consensus motif for the perpendicular

interaction of helices composed of four stacked base pairs at each helix.

in Figure 2.7A). A full analysis based on all junctions allows us to recognize
two new interactions which often cooperate with AGPM motifs. The combined
interactions are composed of four WC base pairs, forming an angle of approx-
imately 60° between their corresponding base pair planes, and occurring when
helices are closely packed. Because these new interactions involve ribose-base
interactions, we denote them as ribo-base type I (RI) and ribo-base type II (RII)
interactions (see Figure 2.7).

The ribo-base type I is characterized by a 2-fold symmetry between two
canonical WC base pairs connected by hydrogen bonds interactions between
the Oy’ of a G residue of the first base pair, and an Ny of a G (or N3 of an A)
residue of the second base pair, and between Oy’ of a G (or A) residue of the

second base pair, and Ny of a G residue of the first base pair (see Figure 2.7B).
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Ribo-base type I occurs between a G residue of the first base pair and a purine
(A or G) of the second base pair. Interestingly, when it appears next to an
AGPM motif, a WC C-G base pair appears stacked below the WC G-U wobble
base pair. Indeed, this base pair signature is even more conserved than the WC
G-C receptor of the G-U wobble in the AGPM motif (Table A.3, Appendix A).

The ribo-base type II consists of a roto-reflection symmetry (rotation by
180° followed by a reflection around its axis) where two WC base pairs interact
by hydrogen bonds between the O} of a G residue of the first base pair with
an Ny of a G (or N3 of an A) residue of the second base pair, and between O,
of a C or U residue of the second base pair with Ny of a G residue of the first
base (Figure 2.7B). When appearing next to the AGPM motif, the C-G base
pair stacked below the G-U base pair can be replaced by a G-C base pair, as
long as a substitution from C-G to G-C (or A-U) on the receptor base pair of
the second stack occurs (see Table A.3, Appendix A).

We found 45 instances of ribo-base interactions, mostly located in homolo-
gous regions of the ribosomal RNAs considered, and most of them form next to
the AGPM motif. While most cases occur between helical elements in junctions,
other instances also occur in pseudoknots or near internal loops. Sequence and
secondary structure signature consensus elements for these motifs are shown
on Figure 2.7C, where the ribo-base interactions appear next to AGPM. There
are, however, cases where AGPM motifs with no ribo-base interaction appears or
ribo-base interactions in non-AGPM patterns. These cases usually occur when
WC base pairs are replaced by other base pairs such as cis Watson-Watson AG,
or when the G-U wobble is replaced by a WC A-U base pair (Table A.3, Ap-
pendix A). Furthermore, crystallographic data from a hammerhead ribozyme

(PDB entry 1HMH) and tRNA-Gly (PDB entry 1VAL) shows type I and II
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interactions forming between a pair of helices which are possibly tightly packed
during to the formation of the crystal.

Analogous to AGPM motifs [35, 36, 103], ribo-base interactions bring to-
gether helical elements and stabilize RNA molecule for proper function. Another
possible role is to act as a mechanism for promoting RNA-protein interactions
of neighboring purine nucleotides. Klein and coworkers [144] reported that pro-
teins L18e and L15 in the H. Marismortui have a high structural homology in
the C-terminal domains and both interact with the 5-way junction 1S72_657
(Figure 2.2F), forming a near identical nucleotide and amino acid composition.
Both proteins L18e and L15 each interact near ribo-base interactions type I
(Ces8-Grar with Cggs-Gegr, and Cgo-Gggg with Cry1-Grsg respectively). A close
examination of both cases reveals purine bases that expose their hydrophobic
surfaces at the protein-RNA interaction site. In other instances, when pairs
of helices are closely packed through AGPM and ribo-base interactions, the
AGPM /ribose-base motif appears near the end of helices flanking a trans AG
Hoogsteen-Sugar base pair interactions. This allows these purine bases to ex-

pose their hydrophobic surfaces for possible RNA-protein interactions.

2.2.4 Folding similarity among different degree of junc-
tions

With the available 3D structures of large RNA molecules such as ribosomal

RNAs [15, 106, 144], group I introns [1, 40, 44] and RNase P structures [57, 70],

it is now evident that there is a high degree of structural conservation in tertiary

structures between homologous RNAs. This fact reflects the similarity among

junction architectures despite differences in secondary structure. For instance,
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Krasilnikov and coworkers [70] reported 3D structural similarities in the S do-
main of RNase P between an internal loop in RNase P type A and a 4-way
junction in RNase P type B. Also, most transfer RNA structures are composed
of a 4-way junction (e.g. IEFW_6 in Table A.2, Appendix A), but the example
shown in Figure 2.3B illustrates a tRNA with a 5-way junction conformation.
Another interesting example is found in the group I introns (see Figure 2.7A),
where a 3-way junction (1U6B_45 in Table A.1, Appendix A) in the Azoarcus
intron [79] and a 5-way junction (see 1Y0Q_43 in Table 2.1 and Figure 2.3B)
in the Twort intron [40] align their corresponding helices P3, P4 and P6 with a
high degree of similarity (RMSD 1.09A) despite differences in their secondary
structure. This structural similarity is in agreement with the observations that
group I introns contain conserved core elements formed by junctions, which
provide structural stability with the help of conserved peripheral elements by
forming long-range contacts [80].

Moreover, the modular architecture of folded RNAs implies that distances
between interacting parts are conserved in functionally homologous molecules [87];
thus, similarities in junctions can be made apparent by observing network inter-
action diagrams and their 3D motifs. For example, in the large subunit of the
ribosomal RNA, a 5-way junction in H. Marismortui (see 1S72_657 in Table 2.1
and Figure 2.3F) is structurally similar to the 4-way junctions found in homolo-
gous counterparts in 1. Thermophilus, E. Coli and D. Radiodurans (2J01_600,
2AW4_600, and INKW_608 in Table A.2, Appendix A). In all cases, four he-
lices interact in pairs via perpendicular motifs caused by ribo-base interactions
with AGPM. Similarly, the core junctions whose diagrams are shown in Fig-
ure 2.5BC present a highly conserved structural similarity between the 9-way

junction found in the 7. Thermophilus and the 10-way junctions found in both
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Figure 2.8: Structural similarity between (A) homologous and (B-C) non-
homologous junctions. (A) Alignment between the Azoarcus intron (olive
green) and the Twort intron (bright green). (B) A 6-way junction (olive green)
in the 23S rRNA presenting structural similarity to a 3-way (bright green) in
the 16S rRNA. (C) A 7-way junction (olive green) in the 23S rRNA presenting
structural similarity to a 3-way (magenta) and 4-way junction (bright green) in

the 16S rRNA.

the E. Coli and D. Radiodurans. These observations suggest that the extra
helices that are “left out” might have formed later in evolution for particular
advantages in species.

Strikingly, a structural similarity of junctions with diverse degree of branch-
ing was also observed in non-homologous elements where junctions with a larger
degree of branching arrange their helical elements to form “sub-junctions” of
smaller degrees. For instance, the 6-way junction 2J01_2073 arranges helices
H,, Hy and Hj locally similar to 3-way junctions of the C' family. Elements in

family C consist of one coaxial stacking, and a helix aligning parallel to the
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coaxial helix, by allowing the single strand connecting the coaxial helix to the
parallel helix to structure like a hairpin using the standard U-turn. The 6-way
junction also forms a U-turn hairpin within the loop Jg/; between helices H; and
Hg. Figure 2.8B shows a pairwise structural alignment (RMSD 1.56[\) between
this 6-way junction and the 3-way junction 1572_2551 (Table A.1, Appendix A)
of the family C. Similarly, the U-turn hairpin motif is also found in the 4-way
junction 2AW4_1832 (Table A.2, Appendix A) within the loop J3/4, forming a
sub-3-way junction element between helices Hy, H3 and Hy (helices also labeled
65-67 by Leffers et al [79]). Another example is found in helical elements H;-Hy
in the 7-way junction, shown in Figure 2.5A, which can be decomposed into a
4-way junction of the cH family [73] while helices H5-H7 can be associated to
a 3-way junction of the C' family [87] as observed in Figure 2.8C. Here, both
the 4-way junction 2AVY _141 from Table A.2 in Appendix A and the 3-way
junction 2J00_671 from Table A.1 in Appendix A superimposed with the 7-way
junction 2AW4_816 (RMSDs 1.88A and 1.65A respectively).

2.3 Discussion

RNA junctions are important structural elements that serve as major architec-
tural components in RNA. While most junctions found in solved crystal struc-
tures are formed by a small number of helical branches, higher order junctions
with as many as 10 branching helices exist. Junctions organize their helical
elements using various common interactions, such as long-range interactions,
coaxial stacking, and many 3D motifs.

Our analysis of higher order junctions using network interaction diagrams is

a complementary and compatible approach to the classification of RNA 3 and 4-
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way junctions given by the Westhof [87] and Schlick [73] groups, which organize
elements according to their helical configurations. Our work also complements
other studies. For instance, the SCOR [67] database lists examples of coaxial
helices as elements of tertiary motifs. Similarly, RNA junctions contained in the
RNAJunction [11] database have been grouped by standard nomenclature [90]
based on the size of each loop region. However, similar junctions from homolo-
gous RNAs can differ by single insertions of deletions in the loop regions, leading
to different classifications under the standard nomenclature.

In the present analysis, we considered higher order junctions from 5 to 10
helices, and compared coaxial stacking and base pair configuration properties
to those noted in lower order junctions. We described statistical properties
of helices and loop regions for all these RNA junctions and introduced a new
motif composed of ribo-base interactions and the AGPM, which is involved in
perpendicular helical arrangements. We noted the folding similarity that exists
among junctions with different degrees of branching.

In agreement with previous works [87, 73, 135], the data from Figure 2.6B
indicate a preference for coaxial stacking formation for helices whose common
single-stranded loop is small in size. However, there are several cases where he-
lices with a small loop between them do not stack. The reasons for the absence
of coaxial stacking are diverse. Often, elements in the loop regions within junc-
tions form non-canonical base pairs, which in turn can help reduce the spatial
distance between helical arms and facilitate coaxial stacking. In many cases of
the family C of the 3-way junctions [87], a small U-turn motif forms at the end
of a helix [87], possibly preventing a coaxial stacking on the caped helix. In
addition, proteins can disrupt coaxial helices when their presence alters helical

orientations. The 4-way junction 1S72_1743 (Table A.2, Appendix A) found
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in the H. Marismourtui 23S TRNA, contains a pair of helices (labeled 62-63
by Leffers et al [79]) with no single stranded region between them, but the he-
lices are distorted by the protein L19e, thus preventing the formation of coaxial
stacking.

Furthermore, in some cases, even if the size of a loop J;/;41 is small, the size
of neighboring loops J;_;/;and J;11/i42 can be equal or smaller, as observed in
elements of 4-way junction families H and cH [73] (Table A.2, Appendix A).
This can lead to an interconversion of stacking conformers or to a competition
for coaxial stacking conformers, which can ultimately be decided by long-range
interactions. Indeed, experiments for the hammerhead ribozyme [110] and hair-
pin ribozyme [137] have shown that loop-loop interactions act as important
elements in the function of these ribozymes, by stabilizing the correct confor-
mation of these junctions. In particular, A-minor motifs occurring within the
junction help stabilize the structure, and avoid interconversion of different con-
figurations.

Although in general, due to the conformational flexibility and dynamic char-
acter of junctions, a continuum of junction conformations might be possible, our
compilation of RNA junction domains based on available structures illustrates
Natures strong preferences for the arrangement of RNA helical elements in par-
allel and perpendicular patterns, while keeping the helical axes coplanar. As
recently discussed in an essay [22], most RNA structure and folding data comes
from in vitro experiments, where high ionic concentrations can compensate for
the lack of in vivo folding factors such as ligands and RNA chaperones. Differ-
ences between in vitro and in vivo folds of RNA are still being investigated.

Long-range interactions that stabilize helical elements are very diverse, but

often involve Sugar-Sugar interactions in the form of A-minor motifs. Other
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interactions such as base-ribose and long-range stacking interactions are also
observed. One advantage of studying junctions with different number of he-
lices is that it allows recognition of important repeating motifs such as the
sugar-edge interactions (A-minor), sarcin/ricin, and trans AG Hoogsteen-Sugar
interactions. These sets of non-canonical base pairs play important roles in
RNA’s structure and therefore function.

Ribo-base interactions are novel helix-helix interactions found in perpen-
dicular helical conformations. They belong to the same family of helix packing
interactions such as the G-ribo [130], A-minor [105], AGPM [36], and ribose zip-
per [131]. Because ribo-base interactions often appear next to the along-groove
pacing motif (AGPM), both motifs form parts of a larger motif (AGPM /ribo-
base), whose main function is to pack together helical elements and stabilize
RNA molecule for proper function. Such motifs can also act as RNA-RNA or
RNA-protein binding promoters by helping their flanking trans AG Hoogsteen-
Sugar base pair interactions to expose their hydrophobic surfaces for binding.

As more interactions involving RNA base and ribose are discovered, one can
foresee the need to extend the current RNA base pair classification given by
Leontis and Westhof [86] to include ribose-base interactions.

We encountered many examples of higher order junctions that arrange their
helical elements similar to lower order junctions. The junction examples belong
to both homologous and non-homologous RNAs. One can then ask: how are
higher order junctions formed? We propose that some junctions with a high
degree of branching are formed from insertions and unions of smaller order
junctions under evolutionary pressure; the optimal junction sites for insertions
and unions likely correspond to regions that would not dramatically change its

internal tertiary structure conformation. Our analysis also suggests that higher
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order junctions can be decomposed into smaller “sub-junctions”. Ultimately, a
better understanding of junction decompositions can help predict RNA three-

dimensional structures and functions.
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Chapter 3

Predicting Helical Topologies in
RNA Junctions as Tree Graphs

3.1 Introduction

Exciting recent discoveries have made it clear that RNA functions much like
a master programmer—far beyond information transfer and protein synthe-
sis [25, 41, 138, 101].! Indeed, RNA’s regulatory roles encompass RNA splicing,
protein regulation, small-metabolite sensing, RNA interference, and RNA mod-
ifications among others. Intimately connected with these gene altering and
editing roles are the structural properties of RNAs because they dictate the
dynamics of RNAs as well as interactions with other molecules. The close
connection between structure and function of RNAs is evident from the many
recent studies of RNA tertiary motifs, as well as advances in various aspects

of RNA structure; these advances have in turn stimulated efforts in the struc-

'This chapter is based on one of our published articles [199)].
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Figure 3.1: RNAJAG starts from an RNA secondary structure (A), uses
Junction-Explorer to predict coaxial stacking and junction family types (B),

and constructs a scaled tree graph using length parameters (C)

ture prediction of RNA (see [21] for de novo RNA structure prediction, and
(74,193, 75, 121, 124] for recent reviews on these topics of 3D structure model-
ing and prediction).

Here we introduce a new module, called RNAJAG (RNA-Junction-As-
Graph), to represent RNA junctions as tree graphs in 3D space and generates
a helical arrangement ensemble that approximates plausible 3D structures (see
Figure 3.1 for the computational procedure). This module is an updated version
of our previous Junction-Explorer program [77], based on the random forests
data mining algorithm and uses various geometric and energetic parameters for
training (e.g., free energies, loop sizes between junctions, and adenine content).
RNAJAG proceeds in two steps: 1) Junction-Explorer is implemented to deter-
mine the junction topology, as well as coaxial stacking patterns between helical
elements of the target RNA junction for a given 2D structure; we generate
the 2D structures by making a consensus on the annotations from FR3D [122],

MC-Annotate [196], and RNAVIEW [142]; 2) Using the results in step 1, a 3D
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tree graph is constructed by using scaling parameters to determine the length
of every edge representing helical axis as well as distance parameters to posi-
tion the edges in the junction domain. Details are provided below for these
two steps followed by the analysis tools needed to assess our predicted graphs,
namely converting crystal structures to graphs for measuring various geometric

features.

3.1.1 Features of RNAJAG

We present a novel application of graph theory to represent and model helical
arrangements in RNA structures. We aim to efficiently sample the 3D con-
formational space and predict global orientations of RNA junctions, which are
important structural elements that form when three or more helices come to-
gether in space. As input, we use knowledge of the secondary structure, which
can be predicted from the sequence by using programs such as Mfold [146] and
RNAfold [47] based on the dynamic programming algorithm first proposed by
Nussinov [195, 194], or can be extracted from multiple sequence alignments [46]
or from experimental techniques such as RNA probing [24], crystallography,
and NMR (resources available in databases such as RNA STRAND [3] and

Rfam [42]). The output is a graph model of the predicted junction topology.

Junction topology predictions using Junction-Explorer. Our analysis
of RNA junction topologies [73, 72] is built upon previous topology analysis
of 3-way junctions by Westhof and co-workers [87], who categorized three ma-
jor families A, B, and C (Figure 1.3A in Chapter 1). For 4-way junctions, we
identified nine major families: H, cH, cL, cK, w, ¢W, 1, cX, and X by coaxial

stacking patterns and helical configurations (Figure 1.3B in Chapter 1). Helices
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within RNA junctions prefer to arrange in parallel and perpendicular patterns,
and conformations are stabilized using common 3D motifs like coaxial stacking,
loop-helix interactions, and helix-packing interactions. Because the axes of he-
lices in junctions tend to be coplanar [71], we represent junctions using planar
tree graphs.

Junction-Explorer [77] uses a data mining approach known as random
forests, which relies on multiple decision trees trained here using feature vec-
tors (extracted from the 2D structures of solved RNAs used as the training
dataset) for loop length, sequence, and other variables specified for any given
junction; to determine the 2D information from the training dataset of 3D
structures, we use three different programs—FR3D [122], MC-Annotate [196],
and RNAVIEW [142]—and curate the 2D structures to contain only three base
pairing types (A-U, G-C, or G-U). We found some cases where programs yield
different 2D structures; in such cases, we select the 2D structure with the low-
est free energy among these programs as evaluated by the formation of A-U,
G-C, or G-U base pairs. To simplify the parsing of an RNA secondary struc-
ture into junctions, pseudoknots are automatically removed during the search.
Similarly, because we aim to present a computational tool to predict helical
arrangements within junctions based solely on a secondary structure, no knowl-
edge from tertiary contacts (including pseudoknots) is introduced in an input
secondary structure. Junction-Explorer uses these properties of RNA junctions
as a function of sequence content and loop size to predict coaxial stacking pat-
terns and junction family types. For example, a correct prediction of both the
family type and coaxial stacking topology for the RNA in Figure 3.1B) is fam-
ily B and H;H, stacking; family B with H;Hj stacking or family A with H;H,

would be incorrect in part. Our updated version of Junction-Explorer uses an
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Figure 3.2: RNA graph representations. (A) RNA junction elements in a sec-
ondary structure. (B) RAG tree representation, which describes a helix as an
edge and a loop as a vertex. (C) RNAJAG tree representation, which defines

a helix using an edge and a loop and helix ends using a vertex.

experimental dataset and a standard statistical analysis procedure. Our pre-
vious non-redundant junction dataset [77] was updated to include the most
recent solved structures found in the PDB database as of October 2012. This
dataset includes 130 3-way junctions, and 114 4-way junctions. With the ex-
ception of a few 3-way junctions with no coaxial stacks, most new junctions fit
within the junction family classifications reported by the Westhof and Schlick
groups [72, 73].

Graph representation. Our previous graph theory work considered RNA-
As-Graphs [104] to represent RNA secondary structures from a topological per-

spective [37, 53]. A RAG graph defines trees by representing helices as edges,
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and loop domains (hairpins, internal loops, and junctions) as vertices [38] (Fig-
ure 3.2A-B). This simple and intuitive representation provides the mathematical
tools to estimate the RNA structural space as well as to predict yet unknown
motifs [63].

In this work, we add further detail to the tree graphs to represent junction
structures. We refine the RAG tree graphs by adding vertices at the terminal
base pairs of a helix to represent helices of different lengths. We also include
a vertex in the center of the junction domain to capture the junctions spatial
properties. In addition, we consider edges connecting the vertices at the end of
helices, and edges to connect the end of a helix with the vertex in the center
of the junction (Figure 3.2C). We illustrate how to translate RNA structures
into RNA graphs, as well as the differences between RAG and RNAJAG, with
two examples—a helix and a 4-way junction (Figure 3.2). This new graph
representation captures properties of the helical organization for any degree of

RNA junctions in 3D space.

3.1.2 RNA graph analysis methods

We utilize two comparison methods—RMSD and Maximum Angle (MaxAngle)—
to assess the quality of predicted graphs with respect to the native structures.
The RMSD and MaxAngle [104] are useful for measuring global and local sim-
ilarity of graphs, respectively.

The RMSD measures an average distance of vertices between superimposed

graphs, defined as

=

RMSD = | 2= ViV
n

where n is the total number of vertices, and V; and V; (1 < i < n) are vertices
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in the reference and predicted graphs, respectively.
To compare a pair of graphs, we translate these graphs into the origin, calcu-
late an optimal rotation matrix using the singular value decomposition (program
JAMA adapted from a java matrix package (http://math.nist.gov/javanumerics/jama)),
and superimpose them by a rotation matrix.
MaxAngle finds a maximum angle by calculating an angle of aligned two

vectors of edges in the reference and predicted graphs defined by

MaxAngle = max A

where ¢ is the number of edges, and E; and E; are vectors of edges from the

reference and predicted graphs, respectively.

3.1.3 Building atomic models using graphs

Our general idea is to use a threading-like procedure to determine the atomic
coordinates of the graphs predicted by RNAJAG based on a search for graph
similarities in 3D-RAG, an extension of the RAG database. 3D-RAG contains
3D atomic models extracted from high-resolution RNA crystal structures from
the PDB databank; atomic structures are linked to corresponding 3D graphs.
Figures B.2 and B.3 in Appendix B illustrate the build-up and search pro-
cedure of the 3D-RAG database (unpublished). The 3D graphs are classified
based on RAG motif IDs, which reflect topological properties of secondary struc-
tural elements. We construct all-atom models in three steps (see Figure B.3,
Appendix B). First, we identify a motif ID of the target graph. Second, we
compare the target graph to all 3D graphs catalogued with the same motif 1D
in 3D-RAG based on a standard RMSD calculation. Third, we select the graph

with the lowest RMSD, extract its all-atom 3D coordinates, and verify that it
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contains the same number of nucleotides as the target sequence. The bases are
then altered to match the target sequence as needed, while keeping the backbone
intact.

If we do not find any structure match for the entire predicted RNAJAG
graph, we partition the target graph into subgraphs and follow the procedure
described above for each subgraph. We then assemble all the atomic fragments
of the subgraphs to form a final all-atom RNA model. Energy minimization

may be implemented in the future to relax the structure.

3.1.4 Overview of Results

RNAJAG predicts tree graphs of RNA junctions for a given secondary structure
(see Figure 3.1 for the computational procedure). It expands upon our program
Junction-Explorer in several important ways; first, RNAJAG generates a candi-
date junction graph model with specific helical arrangements (on top of family
type/stacking orientation); second, the predicted graph incorporates native-like
RNA junction features such as interhelical distances obtained from analysis of
hundreds of solved RNA junction structures; third, the graph serves as basis
to build all-atom models. Results show that RNAJAG reproduces native-like
folds of helical arrangements in most junctions tested in the cross validation
procedure (3 and 4-way junctions). Specifically, comparisons between our pre-
dicted tree graphs and the graphs obtained from solved crystal structures yield
RMSD (root-mean-square deviation) values within range of 2-11A (3-way) and
2-26A (4-way), for all corresponding junctions. Importantly, the graph output of
RNAJAG can be utilized to build coarse-grained or all-atom models and extend

the approach to higher-order junctions. In addition, RNAJAG allows determin-
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ing helical packing arrangements in junction domains (e.g., coaxial stacking)
for larger RNAs, which is one of the main limitations among current RNA 3D

prediction methods.

3.2 Results

To represent RNA junctions, we construct 3D tree graphs with the structural
configuration consistent with the three and nine types of recognized junction
families (see Figure 1.3 in Chapter 1). Because these junction families describe
helical arrangements in parallel, perpendicular, and diagonal arrangements, we

consider only the graphs that are restricted to these configurations.

3.2.1 Translation of RNA crystal structures to graphs

To evaluate the accuracy of our approach for predicting helical arrangements
via tree graphs, we generate a set of graphs obtained from solved crystal struc-
tures according to the definition of tree graphs described above. Thus, a helical
element in an RNA junction is defined only if at least two consecutive Watson-
Crick base pairs (G-C and A-U, and G-U) are present. As described above,
we represent each helix by two vertices and one edge: the vector origin (O’) of
each vertex is determined by three steps: 1) find the midpoint M of C1” atoms
between the purine ((A)denine and (G)uanine) and pyrimidine ((C)ytosine and
(U)racil) of the terminal base pairs of a helix; 2) consider the orthogonal pro-
jection from M to the line connecting the C8 and C6 atoms of the purine and
pyrimidine, respectively; 3) scale the vector projection by 4A as proposed by

Schlick [123] (see Figure 3.3A). This definition for positioning a vertex is applied
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3-way junction 4-way junction

Figure 3.3: Graph representation of a helix and RNA junctions. (A) definition
of coordinates for the origin (O’) of base pairs (see [123]) and a global helical axis
for A-form RNA, from the top and the side. (B) Graphs of RNA junctions are
obtained by translating helical branches into vertices and edges, and locating
the center vertex C' of each RNA junction (colored cyan); the center vertex C
of an n-way junction is positioned as the average of adjacent vertices of C (u;,

i = 1,..., n, for n-way junction) at helix ends.
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to both terminal base pairs of a helix. An edge is then added to connect the
two adjacent vertices. Note that this edge aligns with the axis of the helix.
We extend this graph definition for helices to describe RNA junctions. For
instance, an n-way junction translates into 2n+1 vertices—2n vertices for n
helices and one vertex for a junction centroid—and 2n edges; the junction cen-
troid is an average of adjacent vertices V; (i = 1,..., n). Figure 3.3B illustrates
examples of 3 and 4-way junctions and their translation into tree graphs; red
edges represents helices while cyan edges illustrates the edges connecting the
center of each junction to the helix edges. By converting a set of solved crystal
structures into our graph notation, we can derive knowledge-based information

about the spatial arrangements of helices within junctions.

3.2.2 Distance parameter calculations using graphs

To determine the distance parameters to scale RNA graphs properly, we analyze
structural data of 224 junctions collected from a non-redundant dataset of 47
solved crystal RNA structures (see Figure B.1, Appendix B) and calculate the
distances between coaxial helices, parallel, perpendicular, and diagonal helical
arrangements in all 3 and 4-way junction elements of our graphs (Figure 3.4).
We classify a diagonal topology when the helix axis roughly forms a 45° angle
with respect to the axis of stacked helices. Using linear regression we deter-
mine the distance between coaxial helical stacks by s0 = (2.75L +3.91)A (R? =
0.84), where L is the number of nucleotides between the helical elements forming
coaxial stacks and R? describes how well the linear regression fits the dataset
(Figure B.1A, Appendix B); the distances between parallel, perpendicular, and

diagonal helical arrangements within junctions are determined by the position

60



Helix 1 family C . teos
> Vertex
— coaxial
stacking
Oj) double helix
s3: parallel

‘‘‘‘‘‘‘ Helix 3

s1: perpendicular

s0: coaxial stacking I

family A

s2: diagonal

Helix 2 family B

Figure 3.4: Scaling parameter calculations using graphs translated from crystal
structures. The diagram shows the scaling distance parameter calculations for
3-way junctions where the scaling parameters s0, sl, s2, and s3 denote the
distances between coaxial helices, perpendicular, diagonal, and parallel helical

arrangements, respectively.

of unstacked helices with respect to the coaxially stacked helices (see s1, s2, and
s3 in Figures 3.4 and B.1) and reported as average values (with standard devi-
ations) of 20.48 (4 5.25)A, 19.95 (4 2.71)A, and 21.17 (4 5.20)A, respectively
(see Figure B.1 in Appendix B for the distance distributions). In addition, we
estimate the length of edge parameters representing the helical axis based on
the distance of solved helical elements found within our non-redundant dataset.
The helix length parameter is given by 2.87(b — 1)A, where b is the number of

base pairs and 2.87A  corresponds to the base rise [123].
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3.2.3 Relation between graph and atomic models

To analyze the relation between root-mean-square deviation (RMSD) for tree
graphs as opposed to atomic models, we calculate RMSDs for 13 all-atom mod-
els predicted from MC-Sym [109], NAST [55], and FARNA [23] against their
corresponding all-atom native structures (33 calculations in total). This dataset
of 13 structures composed of 3 or 4-way junctions was selected because both sec-
ondary and tertiary structures have been experimentally determined and they
represent diverse features: the lengths vary from 51 to 117 nucleotides, and
the topologies are diverse, including pseudoknots and loop-loop interactions. In
addition, while some structures have been solved in the presence of proteins,
others are structurally stable (e.g., tRNA), or rearrange upon binding to a sub-
strate (e.g., ribozymes, riboswitches). We then build the tree graphs associated
with these predicted atomistic models and compare these graphs to the corre-
sponding graphs obtained from native structures (as described above). When
performing a linear regression analysis using the RMSD values, we observe a
positive correlation between all-atom and graph models (Figure 3.5). Thus,
assessing graphs using the RMSD method is not equivalent to all-atom RMSD

calculations but indicates similar trends.

3.2.4 RNAJAG prediction performance

To assess general RNAJAG performance, we consider the set of 200 junction
domains (100 each for 3-way and 4-way systems) from high-resolution crystal
structures as prediction targets. Results in Table B.2, Appendix B and Fig-
ure 3.6 (RMSD distributions) show that RNAJAG reproduces well native-like

RNA folds in most of the 3 and 4-way junctions tested in the cross valida-
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Figure 3.5: Statistical analysis of RMSDs for graphs with respect to their atomic
models using a linear regression. Overall, a positive trend between all-atom

models and graphs is observed with a slope value of 0.86.

tion procedure. As the module RNAJAG consists of two components—junction
topology prediction and graph modeling, we discuss the two parts in turn.

Overall, for the first component—junction topology—results indicate that
the junction topology predictor module of RNAJAG, Junction-Explorer, iden-
tifies topologies and stacking patterns reasonably well for most of the test ex-
amples. Specifically, the module achieves accurate coaxial stacking prediction
(95/100 for 3-way and 92/100 for 4-way) as well as junction family type (94/100
for 3-way and 87/100 for 4-way). Interestingly, most of the incorrect predictions
for 4-way junctions correspond to families 7 and X, which are junction topolo-
gies rarely encountered. Other cases involving unusual inter or intra-molecular
interactions (e.g., D-loop/T-loop interaction) are beyond the capability of our
data mining approach and can lead to erroneous topology predictions.

Our second component, graph modelling, builds a candidate model graph
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Figure 3.6: Distribution of RMSD scores for 3-way junctions (top) and 4-way
junctions (bottom). The RMSD comparison is computed between the RNAJAG
graphs and the graphs obtained from the PDB structures corresponding to the
target RNA. Values are color-coded according to their correctly predicted family

topology (solid colors), as well as the failed family predictions (false negatives
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and coaxial stacking between helices H; and Hs.

Based on these examples,

RNAJAG predicts most accurately followed by NAST, and FARNA. (B) 4-

way junction of tRNA (PDB 2DU3) with family type cL and coaxial stacking

between helices H; and Hy, and Hy and Hs.

most accurately followed by FARNA.
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compatible with the predicted junction topology as described under Methods.
These scaled tree graphs are generated and compared using RMSD and MaxAn-
gle to those graphs from the corresponding native crystal structures. While
RMSD is a global measure of graph similarity, MaxAngle, defined by a maxi-
mum angle of two aligned edge vectors (See Figure 3.7), is a local measure of
accuracy that can help understand specific graph differences. For all 200 junc-
tions considered, comparisons between our predicted and native tree graphs for
all corresponding junctions yield RMSD values within range of 2-11A (3-way)
and 2-26A (4-way). The RMSD values are presented and grouped by success-
ful or missed junction family predictions in Figure 3.6. Interestingly, we note
that for junctions corresponding to family C, our method produces reasonably
graph junction models, while RMSDs for junctions belonging to family B per-
form poorly. A possible explanation is that for junction members of the family
B, there is a high variability of the spatial arrangement between the coaxial
stacking and its third helix. The parallel helical packing from junction elements
of family C) on the other hand, tends to make a small variation because the
coaxial stacking and its third helix often form long-range contacts. Similarly, we
can observe that 4-way junction families of types cL, ¢H present better RMSD
scores because these families are among the most abundant, and also present
less variability in their inter-helical distances due to long-range contacts formed
at the point of strand exchange.

We now analyze these RNAJAG results for a set of 13 representative RNAs of
diverse sizes and functions (Table 3.1) by the same cross-validation procedure
(leave-one-out). Correct junction topology classification is critical to achieve
native-like graphs. Among the correct predictions for the junction topology in

3 and 4-way junctions are, for instance, the riboswitch (PDB 2GDI) and tRNA
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Table 3.1: List of 13 representative RNA junctions from the PDB database.
Each junction is listed with its junction family and coaxial stacking arrange-
ment. RNAJAG achieves graphs with RMSD values below 11A and 13A for 3

and 4-way junctions, respectively.

Native Structure RNAJAG
PDB Nts RMA Typa Degree Coaxial Family Coaxial Family RMSD Max Angle
Stacks Type Stacks Type (4 (]

2FKE 52 tRNA Il HiHa C HiHa A 4.01 16643
10K 57 rRNA wd HzHa A HzHa A 616 65.70
TMMSE 58 rRNA wd HyH; C HyH; C 413 16.36
AEGZ 65 Riboswitch 3w HzHz C HzHz C 6.59 46.63
20Us 64 Ribozyme I HiHa C HiHz C 10.40 159.06
201U 51 Ribozyme 3w HyHz A HyHz A 212 28.98
DG 7T Riboswitch 3wl HiHz A HiHz A 207 45.90
2ZHOJ 78 Riboswitch Il HiHz A HiHz A 218 52.36
200 80 Riboswitch Il HyHz A HyHz A 1.98 58.95
1LNG a7 75.5 SRP wd HiHz C HiHz A 904 62.26
TMFQ 117 75.5 SRP 3w HiHz C HiHz C 526 16.21

20U3 71 tRNA 4W0WJ HyHy,HzHs clL HyHy,HzHs cL 201 29.51

2613 94 Riboswitch 4WJ HiH4,HzHz clL HiH4,HzHz cL 12.18 74.08

(PDB 2DU3), yielding best RMSD values of 1.98A and 2.01A, respectively.
An example of a misclassification involves the tRNA (PDB 2FK6); it was
assigned to a family A, but the native RNA structure forms a D-loop/T-loop
motif (loop-loop tertiary interaction commonly observed in tRNA [197]) outside
the junction domain that stabilizes its structural configuration as a family C
(see Figure 3.8). Such misclassifications also occur for coaxial stacking; the
hammerhead ribozyme (PDB 2QUS) was correctly classified in family type, but
the coaxial stacking was predicted as H;Hy instead of HiH3. Finally, the signal
recognition particle (PDB 1LNG) is incorrectly predicted, perhaps due to the
small loop size differences, 1 nt, between HiHy and HiHj (see Figure 3.8).
Most RMSD values fall below 7A except for the three examples (ribozyme
(2QUS), SRP (1LNG), and riboswitch (2GIS)) that are within the range of
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Figure 3.8: Graphs of the 13 representative RNA junctions. In each column
from left to right, PDB entry, junction type, native structure, graph from native

structure, and graph from RNAJAG are shown.
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9 to 13A. Similarly, most MaxAngle values fall below 75°, except for the two
examples (tRNA (2KF6) and ribozyme (2QUS)) that have values higher than
159° due to incorrect topology predictions. The graphs (corresponding to RNAs
listed in Table 3.1) are shown in Figure 3.8 for both the native structures and

RNAJAG models.

3.2.5 Computational performance of RNAJAG relative

to other RN A folding programs

To compare the performance of RNAJAG with other programs, we made use
of programs such as MC-Sym [109], NAST [55], and FARNA [23] to produce
models from a selected set of 13 RNA junctions. The junctions consist of 3
and 4-way junctions and represent diverse features including nucleotide length
and topology. To make comparisons at the graph level, we translate all pre-
dicted atomistic models into tree graphs using our graph definition (Figure 3.3),
and compute RMSD and MaxAngle against the corresponding graphs of native
structures (graph from predicted structure vs. graph from crystal structure).
The results are presented in Table 3.2 and the distributions in Figure B.4, Ap-
pendix B.

Although comparative RMSD values with respect to graphs and atomic mod-
els are not interchangeable, they are closely correlated. Our statistical analysis
uncovers the relationship between atomic models and their translated graphs,
indicating that atomic models are well described in highly coarse-grained models
(Figure 3.5).

We observe that both the RMSD and MaxAngle values range widely de-

pending on the program. Specifically, RNAJAG produces a wider range of
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Table 3.2: Comparison between RNAJAG and other tertiary structure pre-
diction programs. Only the junction domain is considered for the RMSD and
MaxAngle calculation using graph representation. The best RMSD and MaxAn-
gle values for each structure are highlighted in bold on background. We denote
N/A for those structures that other programs failed to predict using secondary

structure information.

RMSD [A) MaxAngle [*)

PDB RNAJAG MC-Sym NAST FARNA RNAJAG MC-Sym NAST FARNA
2FKE 4.01 8.51 MNIA 11.38 166.43 108.31 MNiA 49.10
10K 6.16 574 4.06 6.63 65.7 120.42 46.19 140,39
TMMS 413 985 2.89 946 16.36 3246 96.15 112.55
AEGZ 6.59 553 569 990 46.63 5032 36.04 T2.07
2QUs 10.40 B.34 10.86 B8.94 159.06 130.49 59.80 42.45
201U 212 421 MNiA 8.39 28.98 7155 ik 84.00
ab2G 2.07 MN/A MNiA 356 45.90 NI A A 88.84
2HOJ 2.18 MNiA MNiA 417 52.36 N/ A Mk T4.07
2601 1.98 MN/A 425 T2 58.95 NI A 3239 B0.25
1LNG 9.04 647 7.55 8.92 62.26 B80.16 57.62 T73.84
TMFQ 5.26 993 11.01 B.Ba 16.21 B210 B3.05 78.30
20U3 .01 N/A 11.73 12.29 29.51 NI/ A 12237 T0.78
2G5 12.18 13.51 MNA 11.27 T4.08 101.37 WA 122 67

RMSD values varying from 1.9-12.2A, with the largest values occurring mostly
when coaxial helices or junction family (or both) are inaccurately predicted. In
tandem, the best prediction values are observed when RNAJAG correctly clas-
sifies both the junction family type and coaxial stacking formation. The RMSD
values for MC-Sym range from 4.2-13.5A, NAST from 2.9-11.7A, and FARNA
from 3.5-12.3A. By considering the number of predicted structures with best
RMSDs over these 13 test cases, RNAJAG outperforms with 7 predictions fol-
lowed by MC-Sym, NAST, and FARNA for 3 or less. MC-Sym and NAST often
fail to predict structures, possibly due to some complications with the fragment

insertion or assembly as reported in our previous study [74]. Although FARNA
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performs structure predictions least accurately, the program produces a model
for all the structures along with RNAJAG.

To complement the RMSD measures, we also use MaxAngle to assess a local
agreement of edges in the predicted graphs. The MaxAngle values for RNAJAG
range from 16.2-166.4°, but mostly less than 65° with only three exceptions.
Again, the largest (worst) values occur when RNAJAG fails to achieve the
correct junction family and/or coaxial stacking patterns. The MaxAngle values
for MC-Sym range from 32.4-130.5°, NAST from 32.4-122.4°, and FARNA from
42.4-140.4°. Overall, RNAJAG performs better on 7 of the 13 predictions,
followed by NAST, FARNA, and MC-Sym for 4 or less.

Figure 3.7 presents two cases of graph comparisons between the native struc-
ture and graphs predicted by RNAJAG and the other programs to illustrate
where predictions deviate from the experimental structure and from each other.
The first example (Figure 3.7A) considers the 3-way junction structure of the
TPP riboswitch (PDB 2GDI). When the RNAJAG graph is compared to the
native one, RMSD and MaxAngle values of 1.98A and 58.95°, respectively, are
obtained. Interestingly, RNAJAG produces the best graph model with the low-
est RMSD value, but not the lowest MaxAngle value; NAST yields a graph
with the best MaxAngle value of 32.39°. Note that the graph conformations
of RNAJAG for 3-way junctions are predefined by the major junction family
types (Figure 1.3A in Chpater 1) whereas NAST has much larger conforma-
tional space to explore, thus leading to a better fit of Hs to the native structure
in this case. Our graph representation also gives ideal alignments for the coaxial
helices, which is not always the case for graphs obtained from native structures,
possibly due to helical rearrangements outside the junction domain.

The second case is the 4-way junction obtained from a Cys-tRNA transfer
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RNA (PDB 2DU3). In contrast with other programs, RNAJAG generates the
typical L-shape with similar proportions to the native state (Figure 3.7B), with-
out knowledge of the D-loop/T-loop interaction occurring outside the junction
domain, and yields the lowest RMSD (2.01A) and MaxAngle (29.51°) among the
programs. Considering the RMSDs, NAST follows RNAJAG, with 11.73A, and
it is followed by FARNA (12.29A). MC-Sym was unable to generate a model in
these examples, possibly due to the insufficient number of cyclic motif fragments
to insert.

In both prediction cases, RNAJAG configures most edges similar to the
native structures; however, the scaling of the loop region in the tRNA (Fig-
ure 3.7B) is slightly inaccurate and would require additional information (e.g.,

tertiary motifs) for proper orientation.

3.2.6 Building all-atom models using graphs

Of course, predicted model graphs are only a starting point. Ultimately, a
protocol to build atomic models is required. Using the threading/build-up pro-
cedure described in Methods, we illustrate this idea for two mid-sized (~50 nts)
junction structures (see Figure B.2 and B.3, Appendix B for technical details).

The 3-way junction, guanine riboswitch RNA; is 53 nts long (PDB entry
3RKF) and belongs to the family type C. RNAJAG correctly predicts both the
junction family type and the coaxial stacking and yields a graph with RMSD
value of 4.32A with respect to the graph of its native structure (See Table 3.3
and Figure 3.9).

We superimpose the predicted graph against all the graphs of the same motif
ID family (namely (4, 2)) available in the 3D-RAG database, and order all these

73



A. 3-way Junction B. 4-way Junction

RMSD=4.32A RMSD= 6.22A
€« - - - - = > « - - - - = >

RNAJAG graph Native structure RNAJAG graph Native structure

RMSD=5.09A
All-atom o — — — - > All-atom - R_MS_D:_3.3'_9A_ N
model model

Predicted structure Native structure Predicted structure Native structure

S

Figure 3.9: Derived all-atom models from predicted RNAJAG graphs using 3D-
RAG threading for: (A) 3-way junction of a guanine-riboswitch RNA (PDB
entry 3RKF) and (B) 4-way junction of a tRNA of Staphylococcus aureus
(PDB entry 1QU2).

matches based on their RMSDs to the target graph. We extract the all-atom
coordinates of the lowest RMSD graph (4.41A), and create a model by mutating
the bases to match the query sequence. We obtain an RMSD value of 5.09A for
the all-atom model junction region compared to its native structure.

The 4-way junction topology of the tRNA of Staphylococcus aureus, 50 nts
long (PDB entry 1QU?2), is correctly predicted by RNAJAG. It generates graph
with 6.22A RMSD compared to the graph of its native structure (See Table 3.3
and Figure 3.9).

Similar to the 3-way junction, we search the 3D-RAG database for graph
similarities in the same motif ID family (5, 3). We verify the 2D structure and
construct an atomic model by mutating the bases of the extracted structure

to match the query sequence. We achieve an all-atom model with RMSD of
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Table 3.3: All-atom modeling examples built from graphs. Both examples show
comparable RMSD values (computed for all atoms except hydrogen) to the

native structures.

PDBE Junction type NT= Graph (RMSD) Atomic model (RMSD)
3RKF J-way junction 53 4324 5004
1Qu2 A-way junction &0 6.224 3.384

3.39A against the junction native structure.

3.3 Discussion

With the continuous discovery of novel RNAs, it is imperative to advance com-
putational methods to determine RNA structure and thus help in understanding
RNA function. A major limitation in the field of RNA structure is the size of
RNA molecules that can be accurately predicted. Indeed, the structural com-
plexity grows rapidly as molecular size increases.

RNA junctions are important structural components that are often difficult
to determine at both the secondary and tertiary structure levels. To address
this problem, we introduced here a new graph theoretic approach that is applied
to model RNA junctions in 3D space. The simplicity of using tree graphs to
represent RNA junctions allows us to sample the minimal conformational space,
particularly on the assembly of helical elements. Although our tree graph no-
tation cannot represent pseudoknots, the proximity in 3D space of edges repre-
senting helices in junctions can suggest the formation of long-range interactions

(pseudoknots, kissing hairpins, loop-receptors, etc. [141]).
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RNAJAG is the new module that predicts and builds helical models for
RNA junctions as tree graphs and consists of two components—junction topol-
ogy prediction and graph modeling. Using an updated version of Junction-
Explorer [77], we determine both the junction family type and coaxial stacking
patterns. Based on these prediction results, an RNA graph, consisting of ver-
tices and edges, is then constructed using length parameters describing spatial
arrangements of helices in junctions. Note that the accurate prediction per-
formance of Junction-Explorer is a critical step in RNAJAG as the tree graph
generation depends sensitively on the outcome of Junction-Explorer.

Overall, RNAJAG reproduces reliable helical arrangements of the junctions
with competitive RMSD values, in the range of 2-11A (3-way) and 2-26A (4-way)
(see Table B.2, Appendix B). In addition, the predicted graphs described here
are comparable or better than other RNA folding programs. Note that RMSDs
for RNAs are generally much larger than scores from protein predictions [75, 108]
and also have a larger volume per unit mass. Thus, while 6A RMSD is generally
considered poor for proteins, it is a good prediction for RNAs. For atomic
models, other measures besides RMSDs have alternatively been proposed to
better assess RNA predictions [108, 198]. This is partly because nucleotides
have a larger molecular size than proteins (while the diameter of a a-helix is
12A, a typical A-DNA helix has a diameter of ZSA). The results from Table 3.3
show that our approach provides the largest number of best predictions, 7 for
both RMSD and MaxAngle measures among compared graphs. Specifically,
RNAJAG gives top 7 RMSD values compared to 3 or less out of 13 graphs with
respect to MC-Sym, NAST and FARNA. Similarly, RNAJAG yields the top 7
MaxAngle measures compared to 4 or less for MC-Sym, NAST and FARNA.

Accurate predictions of Junction-Explorer in most instances make RNAJAG
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competitive with other programs. On the other hand, incorrect determinations
of coaxial stacks and/or junction family types in a minority (20%) of the cases
(Table 3.1) lead to dramatic deterioration of accuracy. The wide range of RMSD
and MaxAngle values may reflect this possibility as reported in Table 3.3.

Our resulting tree graphs hold promise for further refinement of RNA struc-
tures. For example, our graphs can be used as starting templates to build
coarse-grained or full atomic models using a threading/build-up procedure to
link subgraph components and atomic structure (Figures B.2 and B.3, Ap-
pendix B). For these two examples, accurate all-atom models are achieved with
RMSD values of 5.09A and 3.39A for 3 and 4-way junctions, respectively (Fig-
ure 3.9 and Table 3.3). Current work is focusing on generalizing this approach.

Although the tree graphs and all-atom models are not comparable, our sta-
tistical analysis shows that the RMSD measures of these two distinct models are
positively correlated (Figure 3.5); a tree graph model is an oversimplified repre-
sentation of the atomic RNA structure where helical elements and loop regions
are mapped by a finite number of edges and vertices. Generally speaking, lower
RMSD values for atomic models can be obtained compared to graph models.
Additionally, we use MaxAngle to evaluate the quality of predicted local helical
arrangements.

In this work we have primarily focused on pseudoknot-free 3 and 4-way
junctions. These junctions represent over 80% of RNA junctions found in all
available crystal structures to date [77]. RNAJAG can potentially be extended
to predict higher order junctions since Junction-Explorer is capable of predicting
coaxial stacking patterns for any junction order. For example, 5-way junctions
can be partitioned into various possibilities of 3 and 4-way junctions [73], and

thereby model the subset of junctions using RNAJAG.
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Though our promising approach could be easily adapted to large RNAs
with multiple junctions, several challenges remain with respect to the prediction
accuracy of both the junction family and coaxial stacking configurations. For
example, when loop-loop interaction motifs (e.g., PDB 2FK6) form outside the
junction domain, they lead to unpredictable junction configurations. We also
cannot account for protein-RNA interactions or solvent effects, challenges to all
other tertiary structure prediction programs.

Finally, RNAJAG considers a limited range of the conformational space [72,
87] since we only consider parallel, perpendicular, and diagonal helical arrange-
ments. These orientations make graph generation very rapid; however, describ-
ing the dynamic nature of RNA structures requires flexible models, which can
be addressed using coarse-grained or atomic models.

Additional ongoing work involves determining the optimal helical positions
of the internal loops as well as the helical elements connecting these loops for
large RNAs. Internal loops flanked by two helices can also be represented using
tree graphs; therefore, preferred structural arrangements based on loop size
and sequence content for them will improve the overall models. Ultimately, a
pipeline that starts from our tree graphs and results in all-atom models can be
envisioned. Combined with successful predictions of helices and internal loops,
junction arrangement predictions could eventually provide a novel hierarchical

approach to build tertiary RNA models for large RNA molecules.
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Chapter 4

Candidate RN A Structures for
Domain 3 of the
Foot-and-Mouth-Disease Virus

Internal Ribosome Entry Site

4.1 Introduction

4.1.1 Translation initiation mechanisms of FMDV IRES

The foot-and-mouth-disease virus (FMDV) belonging to the picornavirus family
is the contagious agent of foot-and-mouth-disease, a severe plague for animal
farming.! The viral replication of FMDV begins with a translation initiation by
forming a specific RNA structure called internal ribosome entry site (IRES).

FMDYV IRES consists of ~450 nucleotides and can fold in multiple stem-

'This chapter is based on one of our published articles [148].
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Figure 4.1: Global organization of FMDV IRES and a secondary structure of
truncated domain 3 including conserved RNA motifs for RNA-RNA long-range
interactions. (A) Schematic representation of the viral genome organization
including four subdomains of FMDV IRES. (B) Secondary structure (deduced
from RNA structure probing experiment) of the truncated FMDV IRES domain
3 which consists of a pair of 4-way junctions and is a self-folding region con-
taining conserved GNRA and RAAA motif at the apical region for RNA-RNA
long-range interactions. (C) Potential long-range interactions between helices
H, and Hs. GoygCACGayy residues in helix Hy is a potential receptor site of the
G178UAA g1 tetraloop.

loops organized in five domains (Figure 4.1A). These domains can host binding
proteins such as eukaryotic initiation factors (elF's) and IRES transacting factors
(ITAFs), which play crucial roles in IRES-directed translation [69, 94, 114,
92, 129, 2, 107]. Among these, the third domain is the largest and contains

structural elements critical for IRES activity [93].
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4.1.2 4-way RNA junctions in domain 3 and their poten-

tial roles in IRES activity

Domain 3 consists of basal and apical regions (Figure 4.1A). The basal region
consists of a long internal loop, and the apical region contains multiple 4-way
junctions. Recent biochemical data have suggested that it is the apical region
that contributes significantly to the structural organization and stability of do-
main 3, as well as to the critical function of IRES activity [93, 34, 31, 32].

Specifically, the apical region of domain 3 includes two conserved GNRA and
RAAA motifs [93]. The GNRA (N is any nucleotides; R is A or G) tetraloop
motif is common in folded RNA [18]; the loop-helix interactions combine base-
pairing and stacking to define a tertiary contact that stabilizes the global fold
of an RNA molecule. In the IRES domain 3 (see Figure 4.1), the GNRA mo-
tif is situated at the apex of a stem-loop motif [33, 28]. Biochemical studies
demonstrate that this motif is critical for IRES function [93, 120]. RNA prob-
ing experimental data further show that the RAAA motif also contributes to
enhance IRES activity via RNA-RNA long-range tertiary contacts, but only in
the presence of GNRA tetraloop-receptor long-range interactions [34].

Deciphering the contribution of domain 3 to IRES-driven translation has
been challenging. Based on the potential capacity for inter and intramolecular
RNA-RNA interactions, it has been proposed that this domain stabilizes the en-
tire IRES element [34, 97]. More recently, structural analysis based on SHAPE
probing and microarray data confirmed domain 3’s role in the organization of
other domains [31, 32].

The GNRA motif in helix Hs, along with its potential distal binding region

in helix Hy for intramolecular RNA-RNA interactions, is located in the 4-way
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RNA junctions of FMDV IRES domain 3 (Figure 4.1). RNA junctions in general
provide a hub for different double-stranded helical arms to come together [90].
Thus, junctions occur in many RNAs, including, for example, the hepatitis C
virus IRES for the translation initiation [58]. Because the global conformation
of RNA is thought to be largely determined by topological constraints encoded
at the secondary structure level [4], an understanding of the three-dimensional
(3D) structural aspects of RNA junctions in IRES’s domain 3 is essential to

decipher the mechanism of IRES-driven translation.

4.1.3 Challenges in multiple RNA junction structure

predictions

Among recurrent structural elements (or motifs) common to RNA junctions,
coaxial stacking is prominent. Coaxial stacking between two continuous helices
stabilized by base stacking in a shared single strand [97] is a major determinant
of three or higher-order junctions of RNA. Recent studies of RNA junctions
have identified structural patterns in coaxial stacking that define different RNA
junction family types [72, 73, 87]. These classifications also link the RNA junc-
tion family type to a nucleotide length in a single strand; fewer nucleotides in
the single strand between two helices increase the probability of forming coaxial
stacking. Although other factors such as protein binding can also alter these
noted patterns of coaxial stacking arrangements, the above correlation holds
in general particularly for self-folding RNA molecules, including transfer RNA
(tRNA) [65], P4-P6 domain of the Tetrahymena group I ribozyme [14], hepatitis
C virus IRES [58], and FMDV IRES domain 3 [93]. The coaxial stacking motif

often cooperates with other tertiary motifs including A-minor and loop-helix
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interaction to enhance the stability of RNAs.

Currently, computational programs cannot predict multiple RNA junction
structures well, though there are many useful 3D prediction programs as recently
surveyed [75, 74]. Very recently, our RNA junction structure prediction program
Junction-Explorer, based on data mining and bioinformatics, was shown to
predict the topology of individual RNA junction domains with about 70% or

higher prediction accuracy [76].

4.1.4 Overview of Results

To construct plausible structures for the two consecutive 4-way junctions in do-
main 3 of IRES, we devise a divide-and-conquer approach that combines various
effective computational techniques. We began with the IRES secondary struc-
ture determined by RNA probing [33, 113]. Considering RNA-RNA long-range
interactions involving the GNRA motif, we partitioned RNA into subsystems
and then modeled each RNA junction topology on the basis of knowledge from
4-way RNA junction classification coupled with Junction-Explorer. Further
analysis produced four viable candidates for 3D models constructed using MC-
Sym [109].

Subjecting these four candidate models to MD simulations allowed identifi-
cation of the most energetically favorable and stable conformational states in the
presence of the GNRA tetraloop-receptor long-range interactions. The dynam-
ics data also suggested specific tertiary interactions and helical rearrangements.
Only one model emerged as viable, revealing not only the specific binding site
for the GNRA tetraloop, but also helical junction arrangements that enhance

the stability of domain 3 further. We propose this structure, compatible with
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available experimental data, as a feasible tertiary structure for the apical region

in FMDV IRES domain 3.

4.2 Computational Methods

4.2.1 RNA target structure

Domain 3 of FMDV IRES is a self-folding RNA that is 214 nucleotides long. We
consider the sequence of the FMDV C-S8 IRES and model the apical and basal
region separately; the apical region contains two consecutive 4-way junction
structures, which consists of 116 nucleotides (G134 to Cay9) and the basal region

is a long internal loop containing 98 nucleotides (Ggg to Uiz and Cayg to Cagg).

4.2.2 RNA sequence conservation analysis

To assess the significance of the structural key elements involved in long-range
RNA-RNA interactions in domain 3, we perform sequence alignments of many
IRES sequences and analyze the 4-way junctions, focusing on the sequence
conservation of the GNRA loop and its binding receptors. 318 FMDV IRES
sequences are collected from the GenBank database [8] using the standard Nu-
cleotide Blast webserver with a query sequence of the FMDV C-S8 IRES. In-
complete and identical sequences we removed, and the remaining 318 sequences
we aligned using the ClustalW program [78]. We use sequence logos to analyze
patterns in aligned RNA sequences. The RNA sequence logos consist of stack
of four letters (measured in 2 bits)—A, U, G, and C—at each position in a
sequence. While the overall height of the stack indicates a degree of sequence

conservation, the height of each letter within the stack shows a relative frequency
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Figure 4.2: Sequence conservation analysis using logo for sequences of the apical
region in domain 3 derived from 318 FMDV IRES systems. The RNA sequence
consists of four letters (bases)—A, U, G, and C, and the sequence logos consist
of a stack of the four letters quantified by 2 bits (1 bit can describe two possible
values) at each position in a sequence. The 2 bit high vertical bar is a measure
of the relative frequency of the four letters. While the overall height of a stack
indicates a degree of sequence conservation, the height of each letter within the
stack shows the relative frequency at each position. At each nucleotide position,
most to least frequent bases are placed from top to bottom. Overall, sequence
of the junctions is largely conserved. Notably, the bases (in a red box) involved
in RNA-RNA long-range interactions between Hy and Hj are highly conserved,
especially the binding receptor (Agsy, Gago, and Cayyy) of the GNRA loop in Hy

which is nearly perfectly conserved.

85



at each position. The logos are generated using the RNALogo webserver [16].

See Figure 4.2 for the RNA sequence logos of the 4-way junctions.

4.2.3 Modeling and simulation of the apical region

Divide-and-conquer approach to model multiple RN A junction topolo-

gies

To tackle multiple consecutive 4-way RNA junctions, we use a divide-and-
conquer approach by partitioning the large complex. Each 4-way junction is
analyzed with regards to the loop size of single strands between helices; this
analysis is coupled to the Junction-Explorer program to help determine coax-
ial stacking patterns and helical arrangements. Junction-Explorer is based on
the random forests data mining algorithm [12] and uses various geometric and
energetic parameters as “feature vectors” (which contain information on free en-
ergies, loop sizes between junctions, and adenine content) for training. Using
the predicted topology for each 4-way junction, we search for all possible combi-
nations of the multiple 4-way junctions to produce combined structures. These
potential topologies for the secondary structures are then refined further by

incorporating experimental data as constraints (Figure 4.3).

3D modeling of multiple RN A junction structures

Using state-of-the-art 3D modeling programs we build RNA 3D models of
FMDV IRES domain 3 combined with experimental data. We primarily use
MC-Sym, which utilizes a fragment-based library to obtain all possible struc-
tures of RNA junctions [109]. To complement the modeling results, we explore

conformational space using NAST, a knowledge-based coarse-grained simulation
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2D RNA Junction Topology Modeling
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Figure 4.3: Computational procedure for modeling multiple 4-way RNA junc-
tion structures. (1) Multiple 4-way RNA junction structures are separated into
individual RNA junction as input. (2) Each junction is analyzed for 2D helical
arrangements based on coaxial stacking and junction family type in conjunc-
tion with Junction-Explorer. (3) These topologies are processed to enumerate
all possible junction combinations. (4) Available experimental data are ap-
plied as constraints to refine the topology candidates. (5) 3D models based on
the topology candidates are developed using computational programs. (6) MD

simulations are performed to arrive at (7) potential 3D structure.
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tool [55]; these two programs have been shown to perform well in predicting na-
tive RNA structures [74].

We hypothesize that fewer nucleotides between helices should naturally re-
strict the orientational flexibility at some degree yielding coaxially stacked he-
lices. Thus, we first model Junction I and II following the 5 to 3’ direction
without constraints for coaxial stacking arrangement. This yields thousands
of structures for each junction. Because helical elements in RNA junctions
tend to form coplanar arrangements [58], we ranked the predicted structures for
coplanarity and collected the best 1,000 structures. These junctions are then
assembled by imposing a distance constraint for potential long-range interac-
tions from experimental data (see “Modeling Atomic Junction Structures for
the Apical Region” in RESULTS section for more details).

Using NAST, the Nucleic Acid Simulation Tool, we performed a coarse-
grained MD simulation for 40 ns (10 x 10° time step) with one tertiary contact
between Ajgg and Caze/Gago. For the 10,000 coarse-grained templates generated,

we filter the templates by a potential energy with the cutoff energy of 1,000 kJ.

Molecular dynamics simulations

Each system was solvated with the explicit TIP3P water model in a water box
of dimension 10A on each side. Simulations were performed using the Amber
Parmbsc0 force field [111, 17] with sodium ions to neutralize the system charge.

We minimize the system in two steps, first over the water and ion molecules
holding domain 3 fixed and, second, with all constraints removed. The min-
imization was performed using the Powell conjugate gradient algorithm. The
initial equilibration was achieved over 60 ps at constant temperature (300 K)

and pressure (1 atm), respectively. Pressure was maintained at 1 atm using
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the Langevin piston method, with a piston period of 100 fs, damping constant
of 50 fs, and piston temperature of 300K. Temperature coupling was enforced
by velocity reassignment every 2 ps. Both minimization and equilibration are
performed using the NAMD program [112].

For the production run, we simulated a conventional MD trajectory for 100
ns with the ParmbscO force field using the NAMD package. The system was
simulated at constant temperature (300K) and volume using weakly coupled
Langevin dynamics of non-hydrogen atoms, with a damping coefficient of ¢ =
10 ps~! with a 2-fs time step maintaining bonds to all hydrogen atoms rigid.
Non-bonded interactions are truncated at 12A and 14A for van der Waals and
electrostatic forces, respectively. Periodic boundary conditions are applied, and
the particle mesh Ewald method is used to calculate electrostatic interactions.

All simulations using the NAMD package were run on IBM Blue Gene/L
supercomputer at the Computational Center for Nanotechnology Innovations

(CCNI) based in Rensselaer Polytechnic Institute, NY.

Stability of the simulated structures

Our simulated structures contain 116 nucleotides of which 82 involve base pairs.
To justify the stability of simulations maintaining secondary structure in trajec-
tories, we computed average distance of base-paired residues in helices (5 base
pairs in Hy, 3 in Hy, 8 in Hs, 5 in Hy, 13 in Hs, 3 in Hg, and 4 in Hy7) and
measured RMS deviations (RMSD) considering all residues and only base pairs
with reference to the starting structure as we hypothesize unpaired residues
contribute to increase RMSD.

The average distances of all helices in our simulations are below 3A and

most of them are lower than 2.5A (Figure C.1A, Appendix C). In addition,
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RMSD values (considering all except hydrogen atoms) are for the entire sys-
tem (116 residues) including the paired 82 residues indicating overall stability
(Figure C.1B, Appendix C).

Very recently, problems in y torsion angles of MD simulations for RNA
systems have been reported (namely, ladder-like structures that loose the he-
lical twist of A-form RNA conformation, especially in long RNA MD simula-
tions) [102, 119], and improved force fields have been introduced [145, 143]. We
have carefully monitored these potential problems but have not observed in our

dynamics data.

4.2.4 Entire sequence modeling including the basal re-
gion

We model the basal region containing 98 nucleotides (Ggg to Uyss, Cayg to Cagg)
based on 2D information of FMDV C-S8 IRES domain 3 using MC-Sym. Eval-
uating all the 717 structures based on RMS deviation and clustering analysis
yields four candidate models that were chosen from the first four large clusters
containing at least 10 structures (Figure C.2, Appendix C) and Figure 4.10).
Since overall shapes of these four candidates were similar, we chose a represen-
tative model from the largest cluster (Figure 4.10A) to build a complete 3D
model of domain 3. Structures of the apical and basal region were merged us-
ing a python library of modeRNA [121]. Both minimization and equilibration
were performed on the entire domain 3 following the protocol in the “Molecular

Dynamics Simulation for the Apical Region” section above.
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4.3 Results

4.3.1 Modeling and prediction of the apical region
Sequence Conservation Analysis

Sequence similarity provides evidence for structural conservation and hence es-
sential biological function. Sequence logos of the aligned 318 sequences of FMDV
IRES systems suggest that the apical region is largely conserved (Figure 4.2),
implying that its secondary structure is constrained under an evolutionary pres-
sure to carry an important biological function for non-canonical IRES-mediated
translation initiation. In particular, conservation of the potential binding re-
ceptors (Gagg t0 Cagy and Gagg to Cayz) of the GNRA loop is near perfect (316
out of 318 sequences); the sequence logos of Hy marked in the red box (Fig-
ure 4.2) indicate that the entire hairpin including the binding nucleotides are
conserved almost fully. We also observe that the GUAA sequence appears most
frequently with 233 instances (73.2%) followed by GUGA (17%), GCAA (%),
GCGA (2.5%), and GAGA (0.3%) (Table C.1, Appendix C).

Multiple 4-way junction topology prediction

We partition domain 3's 2D structure into two 4-way junctions and list all pos-
sible junction topologies. We denote the two 4-way junctions as Junction I and
IT following the 5 to 3’ direction (Figure 4.4). As loop size dictates orientation
and flexibility of helices in RNA junctions [73, 87], we build candidate topo-
logical models accordingly. Because very few nucleotides are present between
helices in both junctions, we consider two coaxial stacking patterns, parallel to

each other with a possible crossing at the point of single strand exchange.
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Figure 4.4: Piecing the possible helical arrangements for the two 4-way junctions
in domain 3 of IRES. (A) Possible junction topologies of junction I with two
coaxial stacking following the 5 to 3’ direction: a) HyH4 and HoHj without
crossing in the single-stranded region, b) HiHy and HoHs with crossing, ¢) HiHy
and HzH, with crossing, d) HiHs and H3H, without crossing. (B) Predicted
junction topologies of junction II with one or two coaxial stacking following the
5 to 3’ direction: a) H3Hs and HgH; without crossing, b) H3Hs and H;Hg with

crossing, ¢) HsHg and H;H3 without crossing, d) HgHs and H;H3 with crossing.

For Junction I, two types of pairwise coaxial stacking patterns are likely
(because no nucleotides are present between helices). Helix Hy can coaxially
stack with either Hy or Hy (Figure 4.4A). This results in two coaxial stacking:
H;H, with HsH, or HiH4 with HyHjs, as shown in the figure.

Similarly, for Junction II we consider H3H5 with HgH; or H3H; with H5Hg
(Figure 4.4B). However, we speculate that the latter pattern is more likely due
to the presence of two nucleotides in a single strand loop between Hg and H;
whereas no nucleotides are in other single strands between coaxially stacked
helices H3H7, HsHg and H3Hs (see enlarged view in the middle of Figure 4.4):

a strong preference for coaxial stacking has been observed with a smaller loop
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Figure 4.5: Candidate models derived from combinations of two 4-way Junctions
I and II of Figure 4.4. (A) Secondary structure of domain 3 in FMDV IRES.
(B) Combinations of the two 4-way junctions considered. To accommodate
the long-range interactions between helices Hy and Hy, helix Hs must be either
parallel or perpendicular to the helices Hy and Hjy in space. Two arrangements,
c and h, of junctions I and II do not satisfy the long-range interactions and are
thus eliminated. (C) Four complete junction topology models where Junction I
(dotted red box) and II (dotted green box) are stitched via helix Hs considering

the GNRA tetraloop long-range interaction between Hy and Hs.

size [73, 87, 64]. The Junction-Explorer program also predicts a pair of coaxial
stacking formation for both 4-way junctions, parallel to each other. On the ba-
sis of these combined models, we arrive at four candidate helical arrangements
for each junction (Figure 4.4) that correspond to H and cH family types con-
taining two coaxially stacked helices based on our 4-way junction classification
study [73]. Note that only three 4-way junction families H, ¢cH and cL contain
two coaxially stacked helices and are distinguished by the angle between the

two stacked helices with roughly 0, 180, and 90 degree, respectively. To achieve
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a particular configuration for each family, different lengths of single strands be-
tween stacked helices are required. While the shape of family H and cH can
be achieved with a relatively short single strand, family cL requires a long sin-
gle strand. Because the junctions in domain 3 contain two nucleotides in single
stranded regions at most, we do not consider the cL family as a candidate. Next,
we consider these combinations of configurations compatible with experiment.

Considering the nine major junction family types in 4-way RNA junc-
tions [73], the number of ways to pair two 4-way junctions is (9 family types
x 2 different helical arrangements)? = 324 when no other information is con-
sidered. Using the two possible family types for each junction (Figure 4.4AB),
the number of likely conformations becomes (2 family types x 2 different helical
arrangements)? = 16 (Figure 4.5). We further consider the potential RNA-RNA
long-range interactions between GNRA motif and its distal receptor region from
experiment [34] to eliminate some of these 16.

Given that the GNRA tetraloop and its potential receptors are located in
helices Hy and Hj (Figure 4.5A), we can eliminate some helical arrangements.
To make the long-range interactions possible, both Hy and Hs are required, in
positions either parallel or perpendicular with respect to Hz. Thus, the two con-
figurations c¢ and h in Figure 4.5B can be eliminated because the bridging helix
Hj; between Junction I and II is diagonal to Hy and Hj (see the helical arrange-
ments in third row (for ¢) and fourth column (for h) in Figure C.3, Appendix C);
these two models are not eligible to make tertiary contacts between Hy and Hjy
due to either the orientation of these two helices that are opposite one another
((c,e), (c,f), (c, h), (a,h), and (b,h)) or some steric clashes ((c,g) and (d,h))
(Figure C.3, Appendix C). In addition, the five pairs of helical arrangements
(a, e), (a, ), (b, e), (b, f), (d, g) in Figure 4.5B can also be excluded because
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helices Hs, Hy, and Hj are aligned in the same direction (either to parallel or
perpendicular). Four viable models remain Figure 4.5C); the junctions in the
final topology models correspond to either H or ¢H family types, and thus H/H
or H/cH combinations are possible overall. See Figure C.3 in Appendix C for

all 16 combinations elaborated from Figure 4.5B.

Modeling atomic junction structures

Mutational analysis proposed a non-specific receptor site, GoygCACGoyy in Hy
of Junction I, for the Gi7sUAAg; tetraloop of Hs in Junction II [34]. The
two adenosines in the GUAA tetraloop prefer to interact with a pair of C/G
base pairs or alternatively a combination of C/G and G/C base pairs. In the
potential receptor site, we identify a combination of Cagy/Goyg and Gagy/Coyy
base pairs that was reported as receptors of GUAA loop by an in vitro selection
experiment [20]. Note that the Cags/Gayp pair is highly conserved in 130 FMDV
sequences while the Gagy /Cay; pair is invariant [13] and thus probably significant
for correct RNA folding.

Because the energetics of tertiary interactions have not yet been considered,
at this stage we model the RNA-RNA long-range interactions by imposing a
loose distance constraint of 10A between helices Hy and Hs, specifically between
A1z and CgzaGoyg using C1’ atoms.

Sampling these constrained models using MC-Sym reduces the number of
models to 267: in Junction I, 160 of these contain stacked helices of H;Hy with
H3H, while the remaining 107 structures contain stacking of HiH, with HoHs.
These numbers may reflect the preference of RNA’s helical arrangements in
Junction I. Up to now, the coaxial stacking pattern—H;H, and H3H,—appears

to dominate the possibilities when long-range interactions are considered. After
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Figure 4.6: Candidate 3D models of the FMDV IRES domain 3. Models A, B,
and C correspond to our junction topology models (Figure 4.5C) whereas Model
D is new. All structures have two coaxial stacking both in Junction I and IT. A
combination of H/H or H/cH, but not ¢H /cH family types is observed in the

junctions.

evaluating all the 267 structures by structural similarity based on RMS de-
viation, clustering analysis, and visual inspection, we arrive at the consensus
with initial junction topology models (Figure 4.6). Some variations in Hg and
H; may occur due to flexibility introduced by two unpaired nucleotides in the
single-stranded region.

Similarly, when we consider another invariant—Gagsg/Cay3 base pair—near
the junction core for tertiary interactions, we obtain 52 viable structures; about
one-fifth of the structures targeting the Casa/Gayg base pair. We speculate that
the relatively small number of sampled structures targeting near the junction
core may explain unfavorable potential binding receptor. In fact, the represen-
tative 3D structures show that helical arrangements in Junction II are rather
distorted than structured.

We also arrive at a new candidate model, a combination of the junc-

tion topologies in Figure 4.5B (d) and (g) predicted by MC-Sym (see Fig-
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ure C.3(d,g)*, Appendix C). Although excluded while modeling junction topolo-
gies, this model may be possible due to a versatile nature of RNA molecules.

The four resulting candidate 3D models are shown in Figure 4.6 A, B, and
C correspond to the junction topology models in Figure 4.5C (i), (iii), and (iv),
respectively, while D is a new 3D model. Note that we select four 3D mod-
els from six clusters considering similarity of overall helical arrangement. All
structures have two coaxial stacking in Junction I and II. Interestingly, the 3D
model corresponding to the topology model in Figure 4.5C (ii) is not predicted
by MC-Sym; this model, different from the three other topology models, has a
crossing at the point of single strand exchange in Junction II. We speculate that
this particular helical arrangement in Junction II makes it difficult to satisfy
the distance constraint criteria in 3D space.

We also explored different RNA conformations by simulating models over 40
ns by one-bead coarse-grained MD simulations using NAST. These simulations
yield three representative conformations where helical arrangements are identi-
cal in Junction I, but some variations in Junction II (data not shown). Overall,

these simulations lead further support to the models in Figure 4.6B and C.

Assessment of structural properties using molecular dynamics simu-

lations

We use MD to supplement the structural studies above and to further explore
the feasibility of our structural candidates. Despite algorithmic approximations
as well as force field imperfections, MD is widely used to provide further in-
sights into atomic-level interactions and energetic aspects that are not readily
revealed from other techniques [124]. Hence, we perform 100 ns MD simulations

for all four candidate structures (Models A-D) in Figure 4.6; specifically to in-
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vestigate structure stability and potential long-range interactions suggested by

experimental data.

4.3.2 Long-range interactions including a novel tertiary

contact revealed by MD simulation

Experimental data have proposed intramolecular long-range interactions in do-
main 3 of FMDV IRES [33, 34]. Although this tertiary contact is required for
efficient IRES activity, the specific binding receptor of GNRA tetraloop is yet
unknown. To explore this, we track for each trajectory the distances between
the GUAA hairpin in Hy and each of potential target receptors in Hy, specifically
between AjgpA1g; and GaoygCACGayy (including their complementary residues).
Only for Model C we detected two receptor candidatesGagi /Caq1 and Cazs/Gago
base pairsinteracting with A;g0Ajs; residues in GUAA tetraloop (Figure 4.7).
The trajectory for Model C shows that the two adenosines retain a distance
below 3A. In contrast, only the first adenosine Ajgy of Models A, B, and D
retain a distance below 4A during the initial 12, 15, and 26 ns respectively.
In Model C, the average distance between Cass/Gogo pair and Ajgy is 2.1 +
0.59A while C231/G241 pair and A;g; is 2.0 + 0.20A. These findings suggest
that the Cago/Gago and C231/G241 pairs may be the target receptors of Aigg
and Aqg; residues, respectively.

To further explore the tertiary interaction of model C we consider the
Leontis/Westhof nomenclature [86] and analyze the three edges—Watson-Crick,
Hoogsteen and Sugar edge—for potential hydrogen bonding interactions. The
measured minimum distances between the Sugar edge of each Cazy/Gago and

Ca31/Gag1 base pair with three edges of each Ajgg and Ajg; over the 100 ns

98



ModelB ModelD

A180:U228G244
A180:G229C243
A180:U230A242
A180:G231C241
A180:C232G240

Minimum distance (A)

A181:U228G244
A181:G229C243
A181:U230A242
Al181:G231C241
A181:C232G240

et

R —
[o4at

§

181

Minimum distance (A)

-

20
Time (ns)

Figure 4.7: RNA-RNA long-range interactions identified by distance measures
of atoms between two adenosineA;gy and Aig;in the GUAA tetraloop and its

potential receptors during the MD trajectories.

time course in Figure 4.8 show tightly formed hydrogen bonding interactions
for the Sugar edge/Watson-Crick between the Cago/Gaygp pair and Ajgg and
Sugar edge/Hoogsteen edge tertiary interactions between Gozi/Cayy pair and
Aig;. In addition, we observe tertiary contacts between Uj7g and Agzy residues
via trans Watson-Crick/Watson-Crick edge interactions at ~22 ns. These long-
range interactions occur sequentially: at ~7 ns, ~20 ns, and ~22 ns, involving
Aig0, Ais1, and Ujqg, respectively (Figure 4.8A). These cooperative long-range
interactions help stabilize the IRES domain 3.

The corresponding time-averaged secondary structure from the 100 ns dy-
namics data underscores these three long-range interactions involving the GUAA
tetraloop (Figure 4.8B). The Ajg9A1g; residues in the GUAA tetraloop form hy-

drogen bonds via non-canonical base pairing interactions with the Cogo/Gago and
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Figure 4.8: Intramolecular RNA-RNA long-range interactions involving GUAA
hairpin loop during the Model C MD simulation. (A) a minimum distance of
atoms for the GUAA tetraloop-receptor long-range interactions. (B) long-range
interactions in a time-averaged secondary structure obtained from the dynamics
data. (C) atomic details of these three tertiary contacts involving Uiz, Aigo

and Aqg; residues in the GUAA loop and their binding receptors.

Gasz1/Cayg1 base pairs, respectively; specifically, trans Sugar edge/Watson-Crick
edge where N; and Ng atoms of Ajgp interact with Ny, N3 and O) atoms of
Gago and Sugar edge/Hoogsteen edge interaction where Ng atom of Ajg; forms
hydrogen bonds with Oy and O, atoms of Cyy; (Figure 4.8C). The Uy7g and Asggy
residues interact via trans Watson-Crick/Watson-Crick edge interactions involv-
ing N; and Ng atoms of Assgy with N3 and Oy atoms of Ujzg. As demonstrated
by in vitro selection experiment [20], this Ujzg:Agss tertiary contact promotes

the loop-helix long-range interactions.
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4.3.3 Contribution of long-range interactions to the struc-

tural organization in domain 3

Because the single-stranded region is more dynamic and flexible than double-
stranded helices, we speculate that the five hairpins and one long internal loop
present in the system may contribute to the overall exhibit of the structure.
Thus, the tertiary contacts in domain 3 of IRES may restrict these fluctuations
and therefore help recruit ribosomes for viral protein synthesis. Below we further
analyze dynamics data for all four models to discern the contributions of the
long-range interactions to structural stability as well as organization based on
root-mean-square (RMS) fluctuation and radius of gyration (Rg).

In the RMS fluctuation plot (Figure 4.9A), we observe six peaks which cor-
respond to hairpins and an internal loop. Among them, two highest peaks are
from hairpins located in the helices Hy and Hs. Interestingly, these helices in-
volve in the long-range interactions and have been emphasized for its important
role in IRES activity.

Overall, the RMS fluctuations of all four models follow a similar trend, albeit
at different scales. Overall, Model A, B and D fluctuates widely with the values
from ~2.5 to ~21A | whereas Model C ranges between ~2 and ~7.5A which
is about a four-fold decrease. Notably, the GUAA tetraloop in Hy fluctuates
between 12 ~ 18A for models A, B, and D, whereas Model C experiences only
about ~2.5A deviation; this underscores the potential stabilizing role of the ter-
tiary contacts. The long-range interactions appear to stabilize not only adjacent
stem-loops, but also the entire structure of IRES domain 3.

From the combined data above, involving bioinformatic, experimental, and

MD modeling data, we propose a theoretically feasible tertiary structure for the
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Figure 4.9: Root-mean-square (RMS) fluctuations (A) and radius of gyration
(Rg) (B) measures for four candidate 3D models. In the RMS fluctuations, high
peaks (dotted black arrow for internal loop and solid brown arrows for hairpins)

correspond to unpaired regions shown as solid color in the structures.

apical region in FMDV IRES domain 3 (Figure 4.11). Here the non-canonical
long-range interactions occur between the GUAA tetraloop in helix H; and the
distal region in helix Hy. The overall configuration is highly structured; each
4-way junction contains two coaxial stacks parallel to each other and Junction I
has a crossing at the point of strand exchange. Junctions I and II are classified
as family type ¢H and H, respectively, according to the nomenclature in [73].
The three helices Hs, Hy, and H; are coaxially stacked together. Each of these

two 4-way junctions is nearly planar and these two planes are perpendicular to

each other.

4.3.4 Modeling of entire domain 3

The basal region contains a long internal loop formed by 98 nucleotides (Ggg

to Ujgz and Cagg to Cagg). Sampling this region using MC-Sym produces 717
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models from which four representative structures were selected from the four
largest clusters (Figure C.2, Appendix C and Figure 4.10). The overall shape
and orientation of the helical axis in these four structures are relatively similar,
with differences explained by the flexibility of bending in unpaired bases. Thus,
our candidate model for the basal region is chosen from the largest cluster
(Figure 4.10A), and then the apical region model (Figure 4.11) was combined
to it to complete a 3D model of the entire domain 3; the minimum distance
between the basal (Caso) and apical (Gyg4) regions is 23.5A; the orientation of
the basal region (turned away from the apical region) suggests that the former
region is unlikely to be involved in RNA folding of the junctions of the latter

region (Figure 4.12).

4.4 Discussion

Picornavirus IRES elements are considered as efficient regulatory RNAs which
make possible initiation of translation for viral RNAs. FMDV requires RNA
binding proteins such as translation initiation factors (elFs) and IRES trans-
acting factors (ITAFs) that can affect IRES activity; for example, domain 2,
4 and 5 provide binding sites for cellular proteins including PTB, elF4G, elF3
and eIF4B [96].

The FMDV IRES domain 3, often denoted as a central domain, consists
of two structural elementsa long internal loop in the basal region and 4-way
junctions in the apical region; each of which is ~50% of the entire sequence.
Sequence logos of the 318 aligned FMDV IRES sequences show that the apical
region of domain 3 is highly conserved (Figure 4.2); in particular, hairpin loop

H; which contains the potential binding receptors of the GNRA tetraloop is
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Figure 4.10: Candidate 3D models of the basal region in FMDV IRES domain 3.
These four representative models are selected from the first four large clusters
containing (A) 594, (B) 64, (C) 23, and (D) 13 structures, respectively (see
(Figure C.2 B, Appendix C).
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nearly perfectly conserved. The GUAA loop in Hj is also strongly preferred
in FMDV IRES systems. This analysis suggests that these structural elements
provide an important role in maintaining the functional 3D structure of FMDV
IRES domain 3.

It was determined by biochemical experiments that the apical region is a self-
folding structural element due to the intramolecular RNA-RNA interactions
involving the crucial GNRA motif [33, 116, 126]. This region has thus been
suggested to contribute significantly to the structural organization and stability
of domain 3, and to the critical function of IRES activity [93, 34, 31, 32]. IRES-
mediated translation initiation is closely linked to structural organization in
domain 3, specifically the apical region formed by two 4-way junctions enabling
the RNA-RNA intramolecular interactions. Thus, we focused on the apical
region of domain 3 to decipher the spatial arrangement of the RNA fold that is a
prerequisite essential step to understand the initiation mechanism of translation.

Grounded in our recent RNA 4-way junction classification study and the
Junction-Explorer program [73, 76], we have constructed possible junction
topologies for domain 3 where a pair of coaxial stacks are arranged paral-
lel to each other in the presence and absence of a crossing at the point of
strand exchange (Figure 4.11). Utilizing only the information for the helical
arrangements—H and cH family types, we built 16 candidate topologies (Fig-
ure 4.5) and these were reduced to four after applying constraints from exper-
imental data regarding the GNRA tetraloop-receptor long-range interactions.
Our next step in modeling was employing MC-Sym to explore conformational
space using experimental data. The combined data from junction topology and
3D modeling produced four representative structures where three of the four

confirmed the junction topology models. We speculate that the excluded model
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Figure 4.11: Time-averaged tertiary structure of domain 3 taken from the 100

ns dynamics data (top middle) where the long-range interactions occur between

helices Hy and Hj (details shown at bottom right). Both Junctions I and II

contain two coaxial stacking, parallel to each other and Junction I with a cross-

ing in the single-stranded region (bottom left and middle for Junction I and II,

respectively). Both junctions are planar locally and are arranged in a perpen-

dicular orientation to each other globally (top right); note that the three helices

H,4, Hs, and H; are coaxially stacked all together.
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does not satisfy geometric criteria due to steric clashes. Using MD simulations,
we attempted to identify geometrically accessible binding receptors to GNRA
tetraloop for the long-range interactions. Among the five residues in the poten-
tial receptor site, the bases near the hairpin loop emerged viable over one near
the junction core in helix Hy; they also have great potential to form long-range
interactions with the GNRA tetraloop in Hs.

Specifically, the MD simulations revealed a GUAA tetraloop binding site
in addition to a novel tertiary interaction in model C (Figure 4.6). The two
adenosines A1gg and Ayg; form hydrogen bonds with the receptors Cagg/Gage and
Gaz1/Cay1 base pair, respectively. The dynamics data also suggest a U:A ter-
tiary contact which enhances the structural stability (Ujze in GUAA tetraloop
interacts with Asss in a hairpin loop of Hy), an interaction also observed by an
vitro selection experiment [20]. Interestingly, these tertiary interactions form
sequentially.

A previous study suggested that RNA-RNA long-range interactions involv-
ing an RAAA motif occurs in the presence of GNRA tetraloop long-range inter-
actions as well as Mg®" ions [34]. We have not observed this RAAA motif, but
speculate that the distant contacts associated with the RAAA motif might oc-
cur when the current RNA system (Gizg...Coyg residues) is extended to include
25 more residues (Uyg;...Giss, Usso...Agg1). Such an extended system has greater
potential for the long-range interactions (Figure C.4, Appendix C). Due to cur-
rent limitations of the force field for treating divalent ions [98, 128, 118, 117],
we have not attempted to include magnesium ions in our system.

In picornavirus, types 1 and 2 of IRES species exist. FMDV IRES belongs
to type 2 whereas poliovirus IRES to type 1. Although the overall contents

of sequence and 2D structure are different, these two IRES systems share the
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GNRA motif. NMR data of stem-loop in domain IV revealed the L-shaped con-
formations that are required in order to provide a protein binding site. However,
little is known how the L shape is achieved and maintained. In FMDV IRES
domain 3, helix H; contains similar 2D structure of loop B which includes the
GNRA motif. In our dynamics simulations, we observe that H; forms an L
shape configuration in the presence of long-range RNA-RNA interactions. The
overall shape of Hs agrees well with the NMR data (Figure C.5, Appendix C).
However, the shape of H5 in the absence of long-range interactions is variable,
with potential diverse phases (S-shaped or U-shaped). Thus, we speculate that
long-range interactions involving the GNRA motif have a role in stabilizing the
L-shaped loop B in poliovirus IRES.

Based on the above modeling of the apical, self-folding region of TRES
domain 3 containing 4-way junctions and the experimental data discussed
above [33, 116, 126] combined with our extended modeling of the entire sequence
of FMDV IRES domain 3, we hypothesize that the influence of the basal region
on structural stability and organization of the junctions is not primary. This is
because the basal region is set apart from the junction domains in the apical
region with a minimum distance of 23.5A (Figure 4.12).

Although our combined modeling strategy involves many proven approaches
and is closely anchored to available experimental data, it is not possible to rule
out other plausible overall 3D structures. Further studies using the candidate
models for long-time MD studies or with advanced sampling techniques and
investigation of potential receptors for RAAA motif may be useful. Yet, the
overall 3D configuration reached in Figure 4.11 and the suggested long-range
interactions in the central domain of FMDV IRES provide insights into the

potential role of the long-range interactions for structural stability and organi-
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Figure 4.12: 3D model of the entire sequence in domain 3. Domain 3 consists of
basal and apical regions; the corresponding structural elements are an internal
loop and 4-way junctions, respectively. The minimum distance between the two
regions is 23.5 A that the basal region is not likely involved in RNA folding of the
junctions. 3D model of the entire sequence in domain 3. Domain 3 consists of
basal and apical regions; the corresponding structural elements are an internal
loop and 4-way junctions, respectively. The minimum distance between the two
regions is 23.5 A that the basal region is not likely involved in RNA folding of

the junctions.
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zation of IRES domain 3 and thus may help in further analysis of the structure,
mechanism, and function of viral RNAs. Ultimately, structures may lead to
the development of antiviral drugs that inhibit IRES activity and thus virus

multiplication.
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Chapter 5

Interconversion between Parallel
and Antiparallel Conformations
of a 4H RNA junction in Domain
3 of Foot-and-Mouth-Disease
Virus IRES Captured by

Dynamics Simulations

5.1 Introduction

5.1.1 Dynamic characteristics of 4-way RNA junctions

RNA junctions play crucial roles in directing the overall folding of RNA

molecules as well as in a variety of biological functions. In particular, there
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has been great interest in the dynamics of RNA junctions. A prominent exam-
ple is the 4-way junction of hepatitis C virus (HCV) internal ribosome entry
site (IRES), a specific RNA structure for internal translation initiation. The
junction in HCV IRES is important in the overall IRES structure conformation.
Two different conformations of the RNA junction were reported—parallel and
antiparallel structures—by both crystallography and single-particle cryo-EM
techniques [58, 185]. Later, Lilley et al. [192] studied the IRES RNA junc-
tion using comparative gel electrophoresis and fluorescence resonance energy
transfer (FRET) and showed that two different conformations can interconvert
via continuous transitions (Figure 5.1C). Such dynamic characteristics of 4-way
junctions often have functional significance. For example, the 4-way junction
in Ul snRNA plays a crucial role in organizing the whole RNA molecule via
RNA-RNA interactions [184, 186]; the junction in the hairpin ribozyme forms a
catalytic site for the RNA self-cleavage reaction [187]; and the junctions in viral
mRNAs are essential for translating the maturation protein-encoding gene [188].
All these 4-way junctions contain fully base-paired four helical arms with no ad-
ditional nucleotides at the point of strand exchange, an architecture termed 4H

junction [90], as shown in (Figure 5.1).

5.1.2 Folding pathways of 4H RNA junctions

Such 4H junctions often appear in self-folding RNA molecules. The 4H junction
adopts a compact fold with pairwise coaxial stacking of helices [183, 184, 137]
and is known to fluctuate between multiple conformations (e.g., parallel, an-
tiparallel structures) during the search for the most stable native structure [192,

200, 48, 201]. These conformational states consist of different helical stacking
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Figure 5.1: A fully base paired 4-way junction with possible conformations. (A)
Schematic representation of domain 3 in FMDV IRES with a fully base paired
4-way junction (4H junction) in the inset. (B) Secondary structure of the 4-way
junction in domain 3, deduced from RNA structure probing experiment. (C)
A possible pathway of the 4H junction that can interconvert between parallel
and antiparallel conformations via a perpendicular intermediate with alterna-
tive stacked conformers. (D) A possible pathway of the 4H junction that can
interconvert between parallel and antiparallel conformations via a perpendicular

intermediate with alternative stacked conformers.
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conformers, depending on the local sequence content at the branch point and
ionic strength, with either parallel (AB, CD or AD, CB) or antiparallel (AB,
DC, or AD, BC) arrangements (Figure 5.1). While the mechanism of intercon-
version is not fully understood, the experimental data suggest two possibilities.
One intermediate involves a helical rearrangement by (partial) unstacking of the
helices, and another possibility is a rotation between helical axes while main-

taining the stacked conformers intact [48].

5.1.3 Investigation of structural properties of the 4H
RNA junction using molecular dynamics simula-

tions

Molecular dynamics (MD) simulations are a well-established method to inves-
tigate structural properties of biomolecules at an atomic level. Previous mod-
eling and dynamics studies of large RNAs with junctions include riboswitches
to investigate conformational dynamics upon substrate binding [172, 202, 203],
ribosomal subunits to explore dynamic properties with respect to the biologi-
cal functions [175, 204], and viral RNAs to predict and characterize structural
models [205, 148]. Domain 3 in FMDV IRES is the largest structural ele-
ment containing multiple 4-way junctions. Its apical region, a self-folding RNA
molecule, directs adjacent stem-loops for correct RNA folding [31]. Here we
investigate the ambient fluctuations of a free 4H junction found in FMDV IRES
domain 3 (Figure 5.1), by MD simulations. The sequence of the 4H junction
is highly conserved, implying that its secondary structure is constrained under
evolutionary pressure to deliver important biological functions [148]. Indeed,

the 4H junction provides potential binding motifs in helix D for RNA-RNA and
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Figure 5.2: A secondary structure of domain 3 in FMDV C-S8 IRES. Three
systems of truncated domain 3 with different sizes are prepared with a sequence

length of 116 nt (A), 45 nt (B), and 34 nt (C).

RNA-protein interactions, crucial for IRES activity, involving the GNRA (N is
any nucleotides; R is A or G) tetraloop and polyC binding protein (PCBP2),
respectively (Figure 5.2) [34]. Thus, the dynamic characteristics and folding
pathways of this 4H junction are important for understanding the junction’s

role in the folding and activity of domain 3.

5.1.4 Overview of Results

Our simulations capture the transition dynamics and folding pathway of this
[RES-associated 4H junction in domain 3. We observe a concerted, virtually
barrier-free, transition from antiparallel (AD, BC) to perpendicular (AD_LBC),

and from perpendicular (AD_LBC) to parallel (AD, CB) conformations, driven
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Figure 5.3: Conformational change of the 4H junction in FMDV IRES domain 3.
While keeping pairwise coaxial stacking of helical arms intact, a transition from
antiparallel or perpendicular to parallel states (simulation name: Perp_3/nt
(A), Perp_45nt (B), and Anti_116nt_2 (C)) was observed, driven by a rotation

between the helical axes.
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by a rotation between axes of the coaxially stacked helices (Figure 5.3). During
these interconversions, the pairwise coaxial stacking of helices remains intact.
Our captured transitions in the MD trajectories exhibit various inter-helical
angles and involve a perpendicular intermediate, less stable than the two other
conformations. Because the GNRA tetraloop-receptor long-range interactions
are important for the folding of IRES, the transient perpendicular intermediate
connecting the parallel and antiparallel configurations may be beneficial for
overall IRES structure organization since the maintained coaxial stacks may

help direct essential tertiary-contact formation.

5.2 Computational Methods

5.2.1 RNA target sequence and 3D structure modeling

Domain 3 of FMDV IRES is a self-assembling RNA that is 214 nt long. Using
the sequence and secondary structure of truncated domain 3 in FMDV C-S8
IRES, we modeled 3D structures that include the 4H junction with three differ-
ent system sizes—34, 45, and 116 nt (Figure 5.2)—following the same modeling
procedure described in Chapter 4.

In brief, we developed a computational divide-and-conquer strategy for mod-
eling candidate tertiary structures for the IRES RNA [148]. We began by mod-
eling junction topology candidates and then built atomic 3D models consistent
with available experimental data using MC-Sym [109], which utilizes a fragment-
based library to obtain all possible RNA structures. Because fewer nucleotides
between helices restrict the structural flexibility yielding coaxially stacked he-

lices, no constraints were applied to yield stacked conformers. We modeled
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the 4H junction (Giag,..., Gias, Cao4,..., Cagg) by following the 5'-to-3" direction
without and with hairpin loops in the helices B and D to produce two different
RNA systems (34 and 45 nt). To select final candidates corresponding to the
three different conformations (parallel, perpendicular, and antiparallel), we used
a clustering analysis followed by a visual inspection of representative structures
from each cluster. We generated the remaining structural elements (Ajgg,...,
Usas), composed of a 4-way junction and a helix (Uyrs,...,A1s7), connected by
a long bulge (Aigg,...,C171). Specifically, the junction and helix were modeled
separately by following the 5'-to-3’ direction, and then assembled via the long
bulge. The large RNA system (116 nt) was modeled by combining these two
structural entities—4H junction and the remaining structure—by imposing a
distance constraint of 10A (between Ajgp and Cazo-Gayg using C1" atoms) for
the GNRA tetraloop-receptor long-range interactions. Similar to the smaller
junction systems above, final candidate structures were selected based on a

clustering analysis and visual inspection. See Chapter 4 for full details.

5.2.2 Studied RNA systems

We prepared three different sets of RNA systems differing by sizes and heli-
cal arrangements (Table 5.1 and Figure 5.2). The first set, 34 nt, contains
parallel (system name: Para_34nt), perpendicular (system name: Perp_34nt),
and antiparallel (system name: Anti_3/nt) configurations. The second set, 45
nt, consists of parallel (system name: Para_45nt), perpendicular (Perp_45nt),
and antiparallel (system name: Anti_45nt) configurations. The third set, 116
nt, includes parallel (system name: Para_116nt) and antiparallel (system name:

Anti_116nt_1 and Anti_116nt_2) configurations with different stacking conform-
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Table 5.1: List of simulations of 4H RNA junctions in FMDV IRES domain 3.
The name of simulated structure is based on the three different systems shown

in (Figure 5.2).

Sirmulation size  Starting structure  Force field Trajectory  Conformational change
name {nt) configuration length {ns)
Anti_34nf 34 antiparallel bsclyowa 92 Mo transition
Perp_34nt 34 perpendicular bacOy s 40 Fluctuation between antiparallel and
(AD,BC) perpendicular, and transition from
perpendicular to parallel
“Para_34nt 34  parallel (AB,CD) bscOxoes 219 Notransition
Anti_45nt 45 antiparallel bsclyoLs 104 Mo transition
Perp_45nt 45 perpendicular bacOy o s 36 Transition from perpendicular to
(AD,BC) parallel
Para_45nt 45 parallel (AD,BC)  bscOyas 30 Mo transition
Anti_116nt 1 116 antiparallel bscO 100 Mo transition
Anti_116nt_2 116  antiparalel bsch 100 Transition from antiparallel to
(ADBC) perpendicular, and from
perpendicular to parallel
Para 116nt 116  parallel (AB,CD)  bscD 100 Mo transition

ers, either D with A or B with A.

The RNA systems in the first set are composed of four helical arms without
hairpin loops on helices B and D, whereas the second set contains hairpin loops
that may form loop-helix or loop-loop tertiary interactions. The third set con-
tains the 4H junction plus additional structural elements that could establish

tertiary contacts in various forms including the long-range interactions involving

the GNRA and RAAA motifs (Figure 5.2).

5.2.3 Molecular dynamics simulations

We solvated each system with the explicit TIP3P [206] water model in a wa-
ter box of dimension 10A on each side using tLeap from the AmberTools

package [207]. Simulations were performed using the Amber parmbsc0 and
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parmbscOxOL3 force fields [111, 17, 145, 143] with sodium ions to neutralize
the system charge (Figure D.1, Appendix D).

The choice of a force field for RNA is often crucial to achieve meaning-
ful and reliable trajectories. We test two latest Amber force fields, parmbsc0
and parmbscOyOL3, for RNA-the latter representing an improved version of
parmbsc0 for x torsion angles. We found both force fields perform equally well
for our simulated systems, not exhibiting any x torsion angle related prob-
lems [102, 119]. However, we observe a base pair disruption at the helix end
of B, formed by three base pairs without a hairpin loop, in our smallest RNA
systems (Anti_34nt (~54 ns) and Para_34nt (~195 ns) in Table 5.1). This likely
occurs because a helix composed of < 3 base pairs may be too small to maintain
the overall structural stability corresponding to the secondary structure.

We minimized each system in two steps, first over the water and ion
molecules holding domain 3 fixed and, second, with all constraints removed.
The minimization was performed using the Powell conjugate gradient algo-
rithm [208]. The initial equilibration was achieved over 60 ps at constant tem-
perature (300 K) and pressure (1 atm), respectively. Pressure was maintained
at 1 atm using the Langevin piston method, with a piston period of 100 fs,
damping constant of 50 fs, and piston temperature of 300 K. Temperature cou-
pling was enforced by velocity reassignment every 2 ps. Both minimization and
equilibration were performed using the NAMD program [112].

For the production run, each system was simulated at constant temperature
(300K) and volume using weakly coupled Langevin dynamics of non-hydrogen

! with a 2-fs time step maintain-

atoms, with a damping coefficient of ¢ = 10 ps™
ing bonds to all hydrogen atoms rigid. Non-bonded interactions were truncated

at 12A and 14A for van der Waals and electrostatic forces, respectively. Peri-

120



odic boundary conditions were applied, and the particle mesh Ewald method
was used to calculate electrostatic interactions.

All simulations using the NAMD package were run on the local clusters at
New York University and the IBM Blue Gene/L supercomputer at the Com-
putational Center for Nanotechnology Innovations (CCNI) based in Rensselaer

Polytechnic Institute, NY.

5.2.4 Principal component analysis (PCA)

To identify the most significant conformational degrees of freedom of a system,
dynamics trajectories of 4H junctions were analyzed using PCA [209]. PCA
describes the overall dynamics of systems with collective essential motion. The
approach is based on the positional nxn (where n=3xnumber of atoms N)

covariance matrix, C, defined as

C = [(ri = (rs)) (ri = (r3))]»

where 1; and 1; are position vectors of two atoms i and j in the fitted structure
and the angular brackets ((...)) denote the average over all sampled conforma-
tions.

By diagonalizing the covariance matrix C, the eigenvectors, V, and their

corresponding eigenvalues, A, are obtained defined as
VICV = A, or CV, = A, V,,

where A is the diagonal matrix, diag(A1, Ag,..., Asn), with eigenvalues \; and
n=1,2,....3N.
To remove rotational and translational motions of the trajectory, we use

the least squares method to fit the trajectories to its initial configuration as
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a reference structure. Each eigenvector V,, defines the direction of motion of
N atoms as an oscillation about the average structure (X). The normalized
magnitude of the corresponding eigenvalue is a measure of the amplitudes of
motion along the eigenvector V,, as calculated by A; \ >, A; and organized in
decreasing order. Thus, \; represents the largest positional fluctuation and A,

the least.

5.3 Results

5.3.1 Global dynamic motions of the 4H junction

The 4H junction in FMDV IRES domain 3 (Figure 1) is defined by the base
sequence—Cy3s, Uisg,..., Giag, Cis0, .., Gaoz, Usog,..., Gogg, and Gogs—for the
four helical arms at the junction center. We label each helical arm by A through
D following the 5" to 3’ direction that consists of canonical Watson-Crick base
pairs and three G-U wobble pairs (Figure 5.1). Our starting 3D models of
parallel, perpendicular, and antiparallel configurations contain pairwise coaxial
stacking of helical arms as all 4H junctions studied experimentally [184].

The major folding pathway of the 4H junction suggested by experimental
data [200, 48] involves fluctuations between parallel and antiparallel configura-
tions with two possible intermediates: one is via a helical rearrangement caused
by partial or full unstacking of the helices due to insufficient cation binding to
the junction; the other is via a rotation between axes of two stacking conformers
(Figure 5.1C).

In our collective dynamics data for nine different systems (see Table 5.1),

various helical arrangements of the junction including parallel, perpendicular,
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and antiparallel are sampled. These conformations are all connected via a rota-
tion between coaxially stacked helices which exhibits various inter-helical angles.
Specifically, three simulated systems with different sizes of 34, 45, and 116 nt
(simulation name: Perp_34nt, Perp_45nt, and Anti_116mt_2 listed in Table 5.1)
exhibit such transitions within ~6 ns: Perp_34nt shows fluctuation between
antiparallel and perpendicular configurations, and a transition of perpendicu-
lar to parallel configurations followed by fluctuation between perpendicular and
parallel states; Perp_4dnt exhibits a transition from perpendicular to parallel
conformations; and Anti_116nt_2 fluctuates gradually from an antiparallel to
a perpendicular intermediate followed by a transition from perpendicular to
parallel states (Figure 5.3).

The other six simulated systems remain in one conformation. The junctions
are likely stabilized by coaxially stacked helices or tertiary interactions. Namely,
the systems of Anti_3/nt, Para_3/nt, and Anti_45nt appear to be stabilized by
pairwise coaxial stacking, while Para_45nt, Anti_116nt_1, and Para_116nt ex-
hibit both coaxial stacking and RNA-RNA tertiary interactions involving he-
lices B and D that restrain the junction. We analyze further the conformational

changes below.

5.3.2 Dominant motion captured by principal compo-
nent analysis (PCA)

PCA of the dynamics trajectories of the 4H junction captures the dominant

collective motion that occurs during the conformational changes. The first four

eigenvalues (denote as PCl1,..., PC4) of the PCA capture 91% of the overall
motion: PC1, 65%; PC2, 20%; PC3, 4% and PC4, 2%. Figure 5.4 shows
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Figure 5.4: Major motions captured by PCA. PC1 and PC2 describe the global
rotational motions of the 4H junction that transit structures from antiparallel to
parallel forms and from perpendicular to parallel conformations, respectively;
PC3 and PC4 capture the local bending and stretching motions of stacked

helices, respectively.

that PC1 characterizes the transition of three different conformations (parallel,
perpendicular, and antiparallel) achieved by a rotation of one stacked conformer
against the other. PC2 describes a rotational motion similar to the PC1, but
characterizing only the transition between perpendicular and parallel states.
PC3 and PC4 capture local motions such as bending, stretching, and twisting

within the stacked helices.
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5.3.3 Analysis of conformational changes using various

geometric measures

The leading dynamic motion of the 4H junction captured by PCA involves a
key rotational motion of helical axes. We quantify this motion by following the
rotational angle by measuring the pseudo-dihedral angle describing the relative
orientation of residues—Gi37, Gaag, Usgg, and Ujyg—considering two base pairs
at the inter-helical interface (Figure 5.5A), as well as inter-helical distances

using a pair of these residues during the simulation time (Figure 5.6A)

Assessment of conformational changes by a pseudo-dihedral angle

We measure the pseudo-dihedral angle 6, defined by the phosphate backbone
atoms of Gi37(P)-Gazg(P)-Usgzs(P)-Uy4o(P) (Figure 5.5A), to illustrate the con-
formational change. The three systems (Figure 5.5B-D) exhibit similar 6 distri-
bution for the transition from perpendicular to parallel configurations. All the
systems sample the perpendicular (6: 7-16°) and parallel (6: 55-60°) states.
The system Perp_34nt (Figure 5.5B) fluctuates between 35° and —15° over the
first 19 ns, sampling a few antiparallel configurations followed by a rapid angle
change from —15° to —56° within ~6 ns (from 19 ns to 25 ns) and arriving at
a parallel configuration (25 ns). The system samples the perpendicular inter-
mediate (27 ns) again and remains at the parallel state over the next 10 ns.
Perp_45nt (Figure 5.5C) fluctuates with 6 between 12° and —27° over the first
15 ns, fluctuating within a perpendicular state. Within the next 3 ns (from
15 ns to 18 ns), the system transitions from perpendicular to parallel states
(18 ns) with the minimum 6 of —56° and remains there over the next 18 ns.

Anti_116nt_2 (Figure 5.5D) gradually decreases during the antiparallel state
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Figure 5.5: Conformational changes of the 4H junction described by a pseudo-
dihedral angle between coaxially stacked helices using phosphate backbone
atoms of the four residues Gis7, Uygg, Usog, and Gagg near the center of 4-way
junction. (A) Representative definition of a pseudo-dihedral angle theta based
on the four residues (Gis7, U149, Usgg, and Gagg illustrated as dark balls) near the
point of strand exchange involving the inter-helical orientation in 2D structure
(left) and the angle theta in the 3D structure (right). (B) The pseudo-dihedral
angle sampled at every 20 ps over the 40 ns (Perp_34nt), 36 ns (Perp_45nt), and

100 ns (Anti_116nt_2) time course with some of the representative structures.
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Figure 5.6: Conformational changes of the 4H junction described by inter-helical
distance between coaxially stacked helices. (A) Representative definition of the
inter-helical distances based on the four residues (Gigy, Uygg, Usgg, and Gagg
illustrated by dark balls) near the point of strand exchange in 2D (left) and in
3D (right). (B) Inter-helical distances sampled at every 20 ps over the 40 ns
(Perp-34nt), 36 ns (Perp_45nt), and 100 ns (Anti_116nt-2) time course with

some representative structures around the rapid transition.
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from the maximum value of 81° to 30° over the first 50 ns where the average
angle is 39.0 4+ 7.5°. Then, 6 decreases rapidly to —71° over the next 18 ns
(from 50 ns to 68 ns), exhibiting the conformational change from antiparallel to
parallel configurations via a perpendicular intermediate; specifically, the system
arrives at the perpendicular state (63 ns), and transitions from perpendicular
to parallel states at 68 ns in ~5 ns. During the parallel conformation, the
average 0 is —48.6 £ 4.7°. Overall, the 6 distribution shows three distinctive
regions where two dominant states, parallel and antiparallel, are bridged by the

perpendicular intermediate of the 4H junctions.

Assessment of conformational changes by inter-helical distances

In Figure 5.6 we measure two inter-helical distances d1 and d2 defined by the
backbone atoms of Gi37(P)-Ui40(P) and Usgg(P)-Gago(P), respectively. Similar
to the overall curve of pseudo-dihedral angle, d1 and d2 of the three systems ex-
hibit similar distances for the transition from perpendicular (10—13A) to parallel
(14-16A) configurations. Perp_34nt (Figure 5.6B) shows that d2 converges to
~10A while d1 is stable at ~10A (19 ns). Both d1 and d2 increase to ~16A over
the next 6 ns (19 ns to 25 ns). D2 only drops to ~10A when the system samples
again the perpendicular state at ~28 ns. Perp_45nt (Figure 5.6C) shows some
fluctuations of d1 and d2 around 10A and 13A (15 ns), respectively. Both d1
and d2 increase to ~14A over the next 3 ns (from 15 ns to 18 ns) and tran-
sit from perpendicular to parallel configurations. Anti_116nt_2 (Figure 5.6D)
shows that both d1 and d2 decrease from ~16-17A to ~11A over the first 50 ns,
within the antiparallel configuration. Then, both distances increase abruptly,
reaching the maximum value of 16A over the next 18 ns. Interestingly, the d2

distance rapidly decreases at ~90 ns where we observe a tertiary interaction
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between B and D. Overall, the two inter-helical distances behave similarly, but

with different degrees of fluctuations.

Correlation between a pseudo-dihedral angle and inter-helical dis-

tances

The above pseudo-dihedral angle and inter-helical distances (Figures 5.5 and 5.6)
describe the global and local motions with respect to the different conforma-
tional states. To analyze these parameters’ contribution to the conformational
changes, we examine the correlation between the dihedral angle and inter-helical
distances in Figure 5.7.

During the perpendicular state for ~19 ns, Perp_3/nt (Figure 5.7A) also
samples a few antiparallel states. While both d1 and d2 converge to ~10A, 6
fluctuates between 35° and —15°. When 6 decreases from —15° to —56° and
both d1 and d2 increase to ~16A, a transition occurs from perpendicular to
parallel configurations within ~6 ns. Perp_45nt (Figure 5.7B) fluctuates during
the perpendicular state (15 ns) with 6 between 12° and —27°, and d1 and d2 each
around 10A and 13A. With the decrease of 6 from —27° to —56°, a transition
occurs from perpendicular to parallel configurations within ~6 ns while both
d1 and d2 increase to ~16A. During the antiparallel conformation which lasts
for about 50 ns, both d1 and d2 of Anti_116nt_2 (Figure 5.7C) arrive at a
local minima of ~11Awhile 6 gradually decreases to ~30°. From 30° to —30°,
a rapid transition occurs from antiparallel to perpendicular states over 13 ns
while both d1 and d2 gradually increase. When 6 is between —30° to —71°, the
system achieves the parallel conformation with a maximum distance of ~16—
17A. During the parallel state, d2 fluctuates more than d1 within the range of

7-18A and 10-17A, respectively, showing a scattered distribution. Interestingly,
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Figure 5.7: Overall distribution of the correlation between pseudo-dihedral an-
gle and inter-helical distances for the conformational change from perpendicular
(Perp_34nt and Perp_45nt) and antiparallel (Anti_116nt_2) to parallel. A rela-
tion between the dihedral angle and the distances Uggg(P)-Gagg(P) and Gis7(P)-
Uy40(P) for Perp_34nt (A), Perp_45nt (B), and Anti_116nt_2 (C) is highlighted
with solid gray boxes for these events (parallel, perpendicular, and antiparallel

configurations).
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the overall trend of the correlated distribution for @ versus d1 and d2 are similar.
The difference at the parallel state of 6 versus d2 is due to the tertiary contact

between B and D, initiated at ~90 ns.

5.3.4 Flexibility of terminal base pairs at the core of the

4H junction

All base-pairs in the 4H junction are involved with base pairing and stack-
ing interactions, between complementary strands and between adjacent bases,
respectively. These interactions contribute significantly to RNA structure sta-
bility by forming coaxial helical stacks, for example. Previously, a disruption
of base stacking in the connecting (or inter-helical) residues at the center of
a RNA-DNA hybrid 4H junction was noted as responsible for achieving a dif-
ferent conformational state [201]. Thus, we next analyze these base pairing
and stacking interactions at the core of our 4H junction to assess their involve-
ment with the conformational change from antiparallel to parallel configurations
(Anti_116nt_2).

First, we measure distances of the base pairs at the helix ends—C;35-Goys,
Ui39-Gis0, Ci151-Gaor, and Uggg-Gogg—around the junction center (or branch
point) by considering nitrogen and oxygen atoms (Figure D.1, Appendix D).
The four terminal base pairs consist of a pair of G-C and G-U bases. The latter
(G-U) is thermodynamically less stable than the former (G-C). Figure D.1 in
Appendix D shows that G-C base pairs in A and C remain highly stable with
the average distance of 2.82 4+ 0.07A whereas G-U wooble base pairs in B and
D exhibit small fluctuations with average distances of 2.89 + 0.12A and 2.85

+ 0.09A, respectively. In particular, fluctuations of the G-U base pair in D

131



indicate that the hydrogen bonds are temporarily disrupted, affecting the base
pairing and overall flexibility. All four base pairs maintain well the hydrogen
bonds over the time course of the simulation.

Second, we measure base stacking interactions for the two non-consecutive
bases Ci3s-Usgg and Ujzg-Gaogr between AD and BC, respectively (Figure D.2,
Appendix D). To consider base stacking interactions, we use geometric criteria
of a distance (< 5.5A) and angle (< 30°) between these bases. Overall, the
base stacking interactions are well maintained, with only temporarily disruption
during the antiparallel state. In particular, the base stacking interactions remain

stable during the fast transition, from perpendicular to parallel configurations.

5.4 Discussion

RNA junctions are the largest secondary structural element or motif found
in diverse RNA molecules. They are structurally and functionally important,
playing central roles in RNA folding. The 4H junction we examine here is a
simplest type of a 4-way junction that contains fully base-paired helices often
found in self-assembling molecules such as the hairpin ribozyme [187] and viral
mRNAs [188]. The junction’s overall shape contributes significantly to biological
functions (e.g., splicing, catalyzing, and translation initiation).

The 4H junctions contain pairwise coaxial stacking of helices that adopt well-
defined helical arrangements which direct the system to a compact fold [89].
Thus, the folding pathway of such junctions has been under intense study.
Gel electrophoresis and (single-molecule) fluorescence resonance energy transfer
have suggested two possible pathways between parallel and antiparallel configu-

rations: (1) a transition via a helical rearrangement by disrupting coaxial helical
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stacking; (2) a transition driven by a rotation at the center of the junction which
maintains the coaxial stacks.

Using MD simulations, we have explored structural properties of the 4H
junction, taken from FMDV IRES domain 3. This 4H junction brings together
the distant RNA-RNA segments that play crucial roles in the structural stability
and organization of entire domain 3, which in turn affects IRES activity. Thus,
assembly of the 4H RNA junction is a prerequisite for establishing the folded 3D
structure of domain 3 and thus enabling the initiation mechanism of translation
in FMDV IRES. Our studies suggest that both parallel and antiparallel config-
urations of the 4H junction are sampled, with a virtually barrier-free transition
between them as deduced experimentally [48]. The transition between paral-
lel and antiparallel conformations occurs via a perpendicular intermediate that
maintains the coaxial stacks (Figure 5.1). Because the GNRA motif interacts
with the helix D in the 4H junction, a transition that offers various stable con-
figurations via pairwise coaxial stacking of helices is beneficial to initiate the
long-range RNA-RNA interactions. Still, we cannot exclude other pathways for
the transition.

Analysis of the principal motions indicates that both global and local mo-
tions contribute to the above conformational exchanges. The first two largest
PCs capture 85% of the dominant motion and characterize the transition be-
tween parallel and antiparallel via perpendicular states involving a rotation. The
third and fourth largest PCs, in total of 6%, capture local motions within stacked
helices (e.g., bending, stretching, and twisting). These motions are described by
inter-helical residues connecting the two coaxial stacking helices (Figure 5.5A
and 5.6A). Specifically, analysis of inter-helical distances and pseudo-dihedral

angles help organize the conformations into antiparallel, parallel, and perpen-
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dicular states and reveal the transience of the transition state. The polymorphic
nature of the 4H junction without added cofactors is well appreciated in the lit-
erature [192, 48] and thought to be advantageous for IRES's versatile functions.
Thus, a modular structural platform that is easily adjusted by the binding of
the molecular co-factors suits this large RNA for its complex activity.

The alternative suggested interconversion via a helical rearrangement, in-
cluding a cruciform intermediate triggered by reduced cation binding at the
junction domain, was not observed in our equilibrium trajectories within the
307100 ns time scale, neutralized by Na™ ions; the pairwise coaxial stacks of
helices remain intact due to effective screening of the strong Coulomb repul-
sion between RNA junction domains. At present, state-of-the-art nucleic acids
force fields for MD simulations describe well monovalent ions and solute-solvent
interactions, but not divalent ions [98].

The perpendicular intermediate, in particular, may be advantageous for di-
recting further long-range RNA-RNA interactions via the GNRA or RAAA
motifs because it provides a rapid transition that can potentially accelerate as-
sembly of interactions with a possible binding site in the 4H junction. It is
possible that while one of the coaxially stacked helices is occupied in tertiary
interactions in the perpendicular orientation, the other stacked conformer con-
tinues to explore conformational space to find its tertiary interaction partner
for further stabilization. Ultimately, we envision that inter and intra-molecular
RNA-RNA interactions, possibly involving the hairpin loops in helices B and
D, are required to anchor the 4H junction in either the parallel or antiparallel

conformation.
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Chapter 6

Conclusions

Understanding the nature of complex RNA junction structures is important in
RNA structure modeling and prediction since they are the major determinant
in the organization of large RNA molecules. In this thesis, we have studied var-
ious structural aspects of RNA junctions using non-redundant high-resolution
dataset and develop applications to predict 3D RNA structures including regu-
latory regions in viral RNAs.

We have reported in Chapter 2 that diverse RNA junctions are observed in
high-resolution crystal structures containing up to 10 helical arms. Our statis-
tical analysis on structural elements for these RNA junctions shows recurrent
tertiary motifs such as coaxial stacking of helices and A-minor interactions,
and a new motif for perpendicular helical arrangements. Notably, we observe
the folding similarity among different degree of junctions; for example, similar
helical arrangements of 3 and 4-way junctions are found in higher-order junc-
tions. This analysis suggests that higher-order junctions can be decomposed
into smaller sub-junctions. Ultimately, we hope that a better understanding of

the higher-order junction decomposition and recurrent tertiary motifs can help
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predict architecture of large RNA 3D structures and the biological functions.

A current major challenge in the field of RNA 3D structure prediction is the
reliable prediction accuracy as the RNA system size and structural complexity
grow. In Chapter 3, we have demonstrated a novel computational approach to
describe helical topologies of RNA 3 and 4-way junctions as tree graphs, called
RNAJAG (RNA Junction-As-Graph), grounded in the RNA junction analysis
above. RNAJAG reproduces reliable helical junction configurations in 3 and 4-
way junctions for a large set of 200 RNA junctions. The remaining challenges for
RNAJAG are to deal with higher-order RNA junctions, and to build eventually
the detailed atomic models. As described in Chapter 2, higher-order junctions
can be partitioned into sub-junctions. Thus, further development of RNAJAG
is required to partition, predict, and assemble these junctions. In addition
to the threading/build-up procedure noted in Chapter 3, it is also feasible to
build all-atom models by mapping predicted graphs to atomic models in space
using the jsecondary structure and spatial helical organization information of
the junctions.

With the advances in RNA junction analysis, prediction, and modeling, we
have proposed in Chapter 4 the candidate RNA junction structures in regula-
tory regions, called internal ribosome entry site (IRES), of the foot-and-mouth-
disease virus (FMDV). Based on all available experimental data, we suggest
a plausible theoretical tertiary structure of the apical region in FMDV IRES
domain 3 by utilizing various computational approaches—topology modeling,
atomic 3D structure modeling, and MD simulations. Together with the dynam-
ics study in Chapter 4, our work provides insights into the potential role of the
long-range interactions for structural stability in the central domain of FMDV

IRES and thus may offer a further experimental investigation of the structure,
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mechanism, and function of the viral RNA. Ultimately, we hope that our find-
ings help the development of antiviral drugs that inhibit IRES activity and thus
virus multiplication.

Important biological functions of RNA junctions are often closely linked to
the dynamic nature and conformational flexibility. In Chapter 5, we have in-
vestigated the structural properties of the 4H junction found in FMDV IRES
domain 3, which contains no nucleotides between helices within the junction
domain, by molecular dynamics (MD) simulations. Our results suggest that a
transition between parallel and antiparallel conformations occurs via a rotation
at the axes of coaxially stacked helices. This interconversion exhibits various
inter-helical angles including a transient perpendicular intermediate. Our find-
ings suggest the possible conformational pathway of the 4H RNA junction. In
particular, the perpendicular intermediate with a rapid transition can poten-
tially accelerate assembly of interactions with a possible binding site in the 4H
junction to direct overall RNA folding. We hope that this conformational path-
way and detailed mechanism of the conformational change open new ways to
think about RNA versatility and to design a novel self-assembling RNA system

such as A-minor 4H RNA junctions.
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Table A.1: List of RNA 3D structures containing 106 3-way junctions. The
name describes the PDB code and the number of the first residue of helix H1 in
the junction. The nomenclature is based on [90] and the helices are numbered

according to the scheme in Leffers et al. [80].

Caaxial | Helical

Name RNA Type siacks atipemenis Family | Nomeraclaiere | Domain | Helis nembers
INKW 31 NI RNA D Radiodurans HiH2 | A HS:HS 4 H54 1 H3-4-23
1572 28 N5 MNA K Marismor HiH2 | A H5:HS1sH54 1 H3-4-23
2AW4 3 B RNA E Coli HiH2 | A HS2HS3HS4 1 H3-4-23
2101 31 NS HRNA T Thermaphifux HIH2 | A HS:HS:sHS4 1 H3-4-23
INKW 54 NS MNA D Radiodurans HIH2 A 2HSsHS4 1 H5-6-7
1872_51 N8 RNA M Marismortuf HiH2 A 2HS:HSs 1 H5-6-7
2AW4_55 NBERNA E Cali HiH2 | A 2HS:HSs 1 H5-6-7
2101 55 NS RMNA T Thermophilus HiH2 | A 2HS5:HSy 1 H5-6-7
INKW 1310 | B8 RNA D Radiodurans HIH3 | A HS4HS HS 2 m H4E-60-7
1872 1403 N8 MNA M Marismor i HIH3 | A HS4HS:HS 2 m H4B-60-7
2AW4 1297 | BSRNA E Coli HIH3 | A H34HSHS 2 m H4E-60-7
2101 1297 NS RNA T Thermanhifiur HiH3 A HS4HS HS2 [[1] H4F-60-7
INKW_1318 | B8 RNA D Radiodurans HIH2 A HE:HS HS m H4%-59.1-7
1872_1411 NE RNA H Marismoriuf HiH2 A HS:HS:HS m H4%-59.1-7
2AWS 1305 | BSARNA E Coli HiH2 | A HS:HSsHS m H4¢-59.1-7
2101 1305 18 MNA T. Thermaphilus HtH2 | A HS2HS:HS 1] H44-59.1-2
INKW_2072 | B8 RNA D Radiodurans HMH3 A H5:HS1HS s v HT5-76-T9
1872 2130 NE RNA M Marismoriuf HXH3 A HS:HS1HSs v HT5-76-T9
AW 90 | BSARNA E Coli HIH3 A HS1HS1HS4 v HT5-76-T9
2101 2000 NS MNA T Thermaphifux H2H3 A HSHS 1 HS4 v HT5-T6-T9
INKW _2T8E | X358 MNA D Radiodurans HiH2 A 2HS4HSs vl HY9-100-101
1872 2830 238 MNA M Marismor i HiH2 A 2HS4HSs vl H%9-100-101
2AW4 2811 | BSARNA E Cali HiH2 A HS:HS<HSs vl H%9-100-101
2101 2R13 NS MNA T. Thermaphilus HiH2 A 2H54HS: Vi H99-100-101
oo 5ES 165 MMNA T, Thermophilus HIH3 | A HSHS1HS 3 C HX0-21-22
2AVY SRS 168 RNA E Cali HH3 | A H5HS HS 3 C HX0-21-22
Moo aTl 165 MMNA T. Thermophilus HiH2 | A ZHSHS. C H22-23-23a
2AVY 671 | W8S MNA E Coli HiH2 | - A | H&4HSaHS: | € | HX2-2323a
Hoo 825 168 MNA T. Thermaphilus HMH3 | A HS:HS1HS s C HX5-26-26a
2AVY 25 168 RNA £ Cali HH3 | A H3:H31HS s C HXS-26-26a
on_1059 168 MNA T. Thermaphilus | A HS1HS:HSs ¥m H34-35-38
2AVY 1059 | 168 MNA E Coli | A H3tHS H3a 3'm H34-35-1R
2GDI_13 Riboswitch TPP £ Cali | HIH2 A | msams: | | P
o213 Riboswich TPP E. Cali HiH2 A 2HS51HS: P1-24
CKY 4 Riboswitch TPP 4. Thaliana HiH2 A HSHSHS4 P1-2-4
X2 53 Riboswitch M-bhox & Sifvitie | HIH2 A HS1HS:HS4 P3-$a-5
U6l 45 | Gl Intron Azoancus HIH3 A HS:HS12 T

KMase P type 5. |
2AGS 12 Srearathermophilus HIH3 A HS:2HSr P1-2-19
INKW _T09 NS MNA D Radiodurans HIH3 B HS2HS1HS4 u H33-34-35
1872 787 N8 MNA M Marismor i HMH3 B HS:HSsHS4 n H33-34-35
2404 696 NBSMNA E Coli HMH3 ] HS:HS:HS4 n H33-M4-35
2101 696 N3 RNA T Thermanhitur HXH3 B HS:HS 1 HS4 1] H33-34-35
INKW_1322 | B8 RNA D Radiodurans HXH3 B H31HSHS 2 m H50-51-7
1572_1415 NE RNA M Marismoriuf HXH3 ] HS32HS2 m H50-51-7
2AWS 1309 | BSARNA E Coli H2XH3 B HS1HS-HS 2 m H50-51-7
2101 1309 18 MNA T. Thermaphilus H2XH3 B HS1HS-HS2 1] H50-51-7
1872 2328 NS MNA M Marismarfui | HXH3 B HS1HS:HS4 v HE3-E4-85
AW 2294 | BSRNA E Coli | H2ns B HS1HS5:HS4 v HE3-E4-E5
2101 2294 NS MNA T Thermaphilux | w23 B HS1HS:HS4 v HE3-F3-RS
oo 935 168 HNA T Thermaphilus ‘ B HS5:HS1HSe ¥Fm HXE-2-43
2AVY 935 168 RNA E. Cali B HS:HS:HSs 3'm H2XR-29-43
PV 165 MNA T Thermophilus HIH3 | B HS5:HS:HS4 ¥m H32-33-34
2AVY 9R9 168 RNA £ Cali HH3 | B HS-HS:HS4 3'm H32-33-34
oo 1002 165 MMNA T. Thermophilus HIH3 ‘ B HS:HS:HS4 ¥m H33-33a-33b
2AVY 1002 | 16S MNA E Cali HIH3 B H5:HS HS 2 3'm H33-332-33b
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201U 6 L1 riboryme Sinthetic HIH2 B 2HS:HSy A-B-C
INKW_23 B8 MNA D. Radiodurans HIH2 C HS«HS+HS 19 1 H2-3-24
1872 20 S RNA H. Marismor tui HiH2 C HSHS10HS x 1 H2-3-24
AWS M4 NBSMNA E Cali HiH2 C HSsHS+HS 1z 1 H2-3-24
2101 23 NS WMNA T Thermaphifux HIH2 C HS«HS<HS1e 1 H2-3-24
INKW_307 | 238 RNA D. Radiodurans HIH3 C HSiHSsHS3 1 HIE-19-20
1872301 B8 RNA H. Marismor tui HIH3 Cc HS«HS+HS4 1 HIE-19-20
ZAWS 296 BSMNA E. Coli HIH3 C HS)HSsHS3 1 HIE-19-20
201 296 NS MNA T Thermaphilus HIH3 [ HS1HS«HS 3 1 H1R-19-20
INKW_695 | 238 RNA D. Radiodurans HIH2 C HSsHS1HSe u H32-33-3%
18727173 S RNA H. Marismor tui HiH2 C HSsHS:HSe 1] H32-33-35.1
ZAW4_682 BSMNA E. Cali HiH2 C HS:HS:HSe n H32-33-3%
201 6R2 NS MNA T. Thermaphilus HiH2 C HSsHS1HSs 1l H32-33-1%
INKW_1065 | 238 RNA D. Radiodurans HIH3 Cc HS1HS+HS3 u H42-43-44
1S72_1158 B8 RNA H. Marismor tui HIH3 C HS:HS:HS 2 ] H42-43-44
JAWS 1084 | BSARNA E Cali HIH3 C HS1HS«HS2 1l H42-43-44
1872_1550 DS MNA H. Marismor i HIH2 C 2HS4HSn ] 57-58-59
201 143 NS MNA T. Thermaphilus HiH2 C HS12HS 13 1l 57-58-59
INKW 2495 | 38 RNA D. Radiodurans HIH2 Cc HS:HS:HSs v HY0-91-92
1872 2351 S RNA D. Radiodurans HiH2 C HS:HS:HSs v H90-91-92
2AW4 2516 | S RNA E Coli HiH2 C HS:HS1HSs v H90-91-92
201 2516 NS MNA T Thermaphilus HIH2 C HS:HS1HS s v H90-91-92
INKW_11 58 rRNA D. Radiodurans H2H3 C HSsHS1HS3 H1-24
1872 & 58 rRNA H. Marismartui H2H3 C HS4HS:HS3 H1-24
2AW4 9 SSrRNA E. Coli H2IH3 C HSsHS:1HS3 H1-24
2o1_10 5SS rRNA T. Thermaphilus H2IH3 C HS42HS: H1-24
1UN6 R SSrRNA X Laevix H2H3 C HS42H H1-2-4
200 45 168 MNA T Thermophilus HIH3 C HSsHS+HS2 5 H4-5-15
JAVY 45 168 MNA £ Cali HIH3 C HSsHSsHS2 5 H4-5-15
o0 954 168 MNA T. Thermophifus C HS«HS10HS3 ¥m H3i0-31-32
JAVY 954 168 RNA £ Caoli C HS«HS10HSs 3'm H30-31-32
200 1072 168 NA T Thermaphilus HiH2 Cc 2HSIHSs 3m H35-36-37
JAVY 1072 | 168 RNA E Cali HIH2 C 2HSIHS 3'm H15-36-37
2oo_1115 168 MNA T. Thermophilus HIH2 C HS1HSsHSs 3m H3E-39-40
JAVY 1115 | 168 RNA E Caoli HIH2 C HS1HS:HSs 3'm H3R-39-40
INYI 14 Hammerhead Svarhesic HIH3 C HSTHS4HS2 Al
1ERO_102 ALU domain SRP /. Sapiens | HIH3 C 2HS«H H11-1.2-2
1L9A_ 127 ALU damain SRP Synthetic HIH3 Cc 2HS«HS2 Hé-7-8
ILNG 144 SRP 19-78.8 M Jannaschii HIH3 C HS:HS4HS HS-6-R
X7 6 tmRNA 7. Thermaphifus HIH3 C HS1:HS+HS3 Pl-2a-10
1UED 20 Riboswitch G &. Subrifis HIH3 Cc HSsHS10HS2 P1-2-3
2857 20 Riboswitch G &. Subrifis HIH3 C HSsHS10HS2 P1-2-3
2EES 20 Riboswitch G B. Subuilis HIH3 C HS:HS10HS2 P1-2-3
1¥26 20 Riboswitch A V. Vidnificus HIH3 C HS1HS«HS2 Pl1-2-3
Riboswitch glmS 7.
HO7_S Tengeongensis HiH2 C 2HS:HSs P1-2.1-22
INZ4 S Riboswitch glmS 8 Anthracis | HIH2 C 2HS:HSs P1-2.1-22
1Y0Q 195 Gl Intron Twars C HS:HS1HS P9-9.0-9.1
IXEW 137 Gl Intron Tetrahvmena HIH2 C HS:HS:1HS4 Pla-Sb-5c
RNasc P type B 4.
2A64 61 Stearathermaphituy HiH2 C 2HS«H Ps-5.1-7
RNasc P type B 4.
2A64 139 Stearothermophifus HIH3 C HS:HSsH Pr-10.1-11
INBS 132 RNase P type B #_Suhritis HIH3 C HS1HSsH P7-R-9-10
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Table A.2: List of RNA 3D structures containing 62 4-way junctions. The
name describes the PDB code and the number of the first residue of helix H; in
the junction. The nomenclature is based on [90] and the helices are numbered

according to the scheme in Leffers et al. [80].

Helical Helix

Name RNA Type Coaxialstacks | alipnments | Family | Nomenclatare Domain | Numbers
RMase Ptype A T

1U9s 78 thermaphilus HIH4, H2H3 H 2HS1HS:H P7-89-10
RMase Ptype A T

2A2E_T0 Maritima H1H4, H2H3 H HS13HS: P7-89-10
RNase P type B B.

INBS &9 Subtilis HIH4, H2H3 H 2HS1HS:H P7-89-10
RNase P type B 8.

2a64 _90 Stearathermaphilus H1H4, H2H3 H 2HSHS:H P7-89-10
Hairpin Ribozyme &

IM50 _13 Tahacea ringspat vires H1H4, H2H3 H 4H A-B-C-D
NS MNA H.

1872 1827 Marismartui HIH4 , H2H3 H HS:HS:HS HS4 {4 H64-65-66-67

2AW4 1771 NS MNA E Cali HIH4, H2H3 H HS1HS:HS2HS v HE4-65-66-67
NSMNA T

20011771 Thermaphilus HL1H4, H2H3 H HS:HS HS2HSs v H64-65-66-67

I a-TIb-

IKH6 4 IRES Heparitis C Virus HIH4, H2H3 cH HS22HS1H Ik

2AVY _141 168 RNA £ Cali H1H4, H2H3 cH HS:HSTHS4HS: 5 H7-8-9-10
168 RNA T,

2100 _141 Thermaphitus H1H4, H2H3 cH HS1HSsHS3HS: 5 H7-89-10
NSMNA D

INKW _2621 | Radiodurans HIH4, H2H3 cH HS:HS1HS4HS2 A4 H94-95-96-97
NS MNA H

1872 2678 Marismartui HIH4, H2H3 cH HS22HSHS: A4 H94-95-96-97

2AW4 2642 | S RNA E Coli H1H4 , H2H3 cH HS2HS1HS:HS: Vi H94-9596-97
NSMNA T

2101 2642 Thermaphilus H1H4, H2H3 cH HS2HS:1HS3HS: Vi H94-95-96-97
Riboswitch (FMN) £.

3IF2Q 7 Nucleatim HIH4 , H2H3 cH HSsHS:3HS1HSr P1-P2-X-P6
Riboswitch (FMN) £.

3F2Q 31 Nucleatum HIH4, H2H3 cH 2HSaHS:HS: X-P3-P4-P5
NSMNA D.

INKW 1457 | Radiodurans HIH2 H3H4 cH HS1HS HS6HS4 1] H56-57-58-59

2AW4 1443 | NS WNA E Cali H1H2, HiH4 cH AHSaHS4 1] H56-57-58-59

2AVY 568 168 RNA £ Coli H1H4 , H2H3 cL HS7HS4HSHS: | C© H19-20-24-25
168 RNA T.

20 _568 Thermaphifus HIH4, H2H3 cL HS7HS4HS1wHS: | C H19-20-24-25
NSMNA D H47A4748

INKW _1282 | Radiadwans HIH4 , H2H3 cL HS«2HS:H 1] 61
NSMNA H H47A4748

1572 1373 Marismartui H1H4, H2H3 <L HS2HS:H I 61

H47A4748

2AW4 1269 | S RNA E Coli HIH4 , H2H3 cL HS«2HS:H 1] 61
NSMNA T H49A49-50-

201 _1269 Thermaphifus H1H4, H2H3 cL HSs2HS:H 4] 5l
AsptRNA T.

IEFW _6 Thermaphilus HIH4 , H2H3 cL HS:HS:1HS«H H1-2-34

IEHZ & Phe-tRNA Yeast H1H4 , H2H3 cL HS:HS1HSsH H1-2-34
Gl-tRNA T

IN78 _506 Thermaphilus HIH4, H2H3 cL HS:HS1HS4H H1-2-34

IQRS 6 GIn-tRNA £ Cali H1H4 , H2H3 cL HS2HS:1HSsH H1-2-34

IU0B _6 Cys-tRNA E. Cali H1H4 , H2H3 cL HS:HS1HS4H H1-2-34
Riboswitch (SAM 1)

2GIS 7 Svnthetic HIH4, H2H3 cL HSsHS1HSsHS Pl-2A-34
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2AVY _114 16S RNA £ Cali HIH4 1.4 HS«2HS2 5 H?-11-12-13A
16S IRNAT.

200 114 Thermaophilus HIH4 3.8 HS:2HS:2 5 H?-11-12-13A
NS RNA D.

INKW _2263 | Radiodurans H3H4 K HS:HSHSHS1 | V H82-83-86-87
NS RNAH.

1IS72_2318 Marismori H3H4 K HSHSIHSHS | V HE2.83-R6-87

2AW4_284 | BSRNAE Coli HIH4 K HSHSIHSHS: | V HE2-83-86-87
BSMRNAT HE3A-R3-86-

241 2284 Thermaophilus H3H4 3.4 HS;HSIHSHS1 | V 87
NS RNAD.

INKW _1360 | Radiadurans HIH4 X HSIHS:HSHS: | I HS1-52-83-84
DS RNAH

1872 1452 Marismortui HIH4 <K HS(HS:HS:HS: | Il H51.52-53-54

H49A49-50-

2AW4 1346 | 23SRNA E Coli HiH4 K HS:HSIHSaHS: | Il 51
BSMNAT

201 _1347 Thermaphilus HiH4 K HSIHSIHS2H o H51-52-53-54

2AVY 18 L6STRNA E Coli HIR2 K HS'HS10HSIHSs | € H2-3-19-27
I6SHRNAT.

00 1R Thermaphilus HIH2 K HStHS:0HSIHSY | € H2-3- 1928
RNasc Ptypc A T.

1U9S _t8 thermophilus HIH4 HIH2 x HS12HSTHSIHS. PL-12-13-14
RNasc Ptype A T.

2A2E 1t0 Maririma HiH4 HIH2 x HS10HSyHS:HS. Pll-12-13-14
S ®MNA D,

INKW _1682 | Radiodurans HIH4 oW HS132HS1HSs v HE1-62-63-64
DSTRNA H.

1872 143 Marismortui HlH4 cW HS132HS1tHS s v HEL-62-63-64

2AW4_1665 | 23SRNA £ Coli HIH4 oW HS112HS:11HS s v HE1-62-63-64
BSKNAT

210t 1668 Thermaphitus HIH4 W HS152HS1:HSs v HE1-62-61 64
BSMNAH.

1872_42 Marismortui H2H4 v HS¢HSHSsHS: | 1 H4-58-10
ANSKNA D

INKW _1824 | Radiodurans H2H4 v HSIHS:HSnHSw | IV H64-65-66-67
28 RNAH.

18721888 Marismortui H2H4 v HS12HSwHS10 v HET-6R-69-71

2AW4 1832 | IS RNA E Coli H2H4 v HS12HS:0HS10 v H64-65-66-67
BSMNAT

2101 _1R32 Thermaphilus H2H4 ¥ HS12HS20HS10 v H64-65-66-67
2SRNA D

INKW 244 | Radiadurans H2H4 v HSsHS:HS:HS: | ] Hi4-16-21-22

2AW4 267 LS RNA £ Coli H2H4 [ HS:HSsHSsHS: | 1 Hi4-16-21-22
2SRNA D.

INKW_608 Radiadurany X HSi1cHSHSiHSn | 1 H27-28-29-31

2AW4 _600 S RNA £ Coli X HS:HSIHS2HSs | H27-28-29-31
ASMKMNAT

2101600 Thermaphitus X HS:HS3HSaHS: | 1 H27-28-29-31

2IHX _Lbb Sarcoma Virus X HSIHS42HSs A-B-C-03

JAVY 942 L6S RNA E Coli eX HS:HSsHSnHSw | 3'M H29-30-41-42
L6SHRNAT.

2100 940 Thermaphitux X HSHS:HSuHS: | I'M H29-10-41-42
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Table A.3: List of helix-helix interactions containing AGPM, ribo-base type I
and II or both. The first column denotes interaction type (Int.) such as ribo-
base interactions type I (RI) or type II (RII). The location describes the PDB
file code and secondary structure location such as next to an internal loop (I.
loop) or within a n-way junction (nWJ). Watson-Crick base pairs GC, CG, AU,

UA and GU wobble are color-coded for easy identification.

Int. AGPM & Ribo-base type | Location Int. AGPM & Ribo-base type | Locatlon
AGPM | G549-U563 - GITC533 8 {INKW) AGPM | G26BR-U26TT  Gl644-C1655 238 {INKW)

RI C550-G562 LI18-A532 H3-H25 {10WI) RI C26R9-GI6T6 Ul645-Al654 H&O-HM {3W L oop)
AGEM | GS45-U611 Cl4-G529 NE{IST) AGPM | G2T4-U2735 GITM-CIT14 238{ISTY)

RI CH6GH10 CI5-GS2R H3-H2§ RI C2T45-G2T34 CITB-GITI HE0-HS6 {IWI-L oop)
AGPM | G539-US54 - GITC523 238 {(2AW4) AGPM | G2NO-U2698  G1628-C1638 238 {2AWH)

RI C340-G553 LI18-A522 H3-H25 {10WI) RI CATI0-G2697 U1629-A1637 HEO-HS {3WI-L oop)
AGPM | GS539-US554 GIT-C523 28 {2101) AGEM | GINA-L12698 Gl628-Cle3R 238 {2101)

RI C340-G553 CIR-G522 H3- H25 {WD) RI C2T10-G2697 U1629-A1637 HE0-HSG { 3W - L. loop)
AGEM | G659-U650 GH45-C640 NS {INKW) AGPEM | G2N02-U2666 GI6T8-CI1982 238 {INKW)

RI GHa0-GE49 Ce46-GH30 H29-H3 | {4WD) RI C2T03-G2665 U1679-A1981 H61-H%6 { L. loop-4WDH
AGEM | GT40-UT31 C695-GE90 NBE{IST) AGPM | G2TSR-U2724  GITI9-CI040 238{I872)

RI CT1-GT30 COM6-GHRG HI9-H3| {$WI) RI C2759-G27T1 U1740-A2039 H61-H%6 { L. loop-4W1)
AGEM | G649-U639 C634-G629 238 (2AWS) AGPM | GIT2-112687 Gle61-CloH 238 2AWS)

RI Ca50-GHIR C635-G628 HI9-H3 | {4W]) RI C2T23-G26R6 U1662-A1998 H61-H%6 { L. loop-4W1)
AGPEM | G649-U639 C634-G629 N8 {2101) AGPM | GIT22-U26RT Gl661-C1999 238 {2101)

RI Cas0-GHIR C615-G621 H29-H3 | {4WI) RI C2T23-G26R6 C 662G 900 H&1-H (L. loop-4WT)
AGEM | GE10-UETD GRl4-C615 B8 {INKW) AGPM | G2120-U2270  C2358-G2353 238 {INKW)

RI Chl |-G66% C635-G6 14 HAT-HIR {4W]) RI C2331-G2268 12359-A2352 HRI-HRT {4W])
AGPM | G6R4-UI662 GEST-CT48 BE{IST) AGPM | G23T5-C2325 G2416C2411 238 (IS8T

RI CoR5-Gh6 | C63R-GT4T HAT-H2R {WI) RI C2376-G23M C2417-G2410 HR3-HRT {4W])
AGPM | GEOD-U6ST C623-Gols 238 2AWS) AGPM | G2341-U229] G2379-02374 238 2AWS)

RI Cel-Gh56 C624-Go0d H2T-H2R (4W]) RI C2342-G229%) CR-G2373 HR3-HET (4W])
AGPEM | GOOD-U6ST GA23-Cols 238 {2101) AGPM | G2341-U229] G2379-C2374 238 {2101)

RI Ce1-G656 C624-G6H HIT-H2R {4W]) RI C2342-G2290 C2IR0-G2373 HRI-HRT {4W D)
AGEM | G544-C501 GI5-C549 168 {2AVY) AGPM | GIOS-U62 G384-C379 168 (2AVY)

RI C545-G50D CI6-G548 H3-HIR {5WI) RI Cl06-G61 CIR5-G3TR H&-HI5 {S\WI-L loop)
AGPM | GS44-C501 GI5-C549 168 {21040 AGPM | GIOS-U62 G3R4-C379 168 {2100)

RI C345-G500 CI6-G548 H3-HIR {5WI) RI C 106G | CIR5-G3TR HE-H IS {S\WI-L loop)
Int. AGPM & Ribo-base type 11 Location Int. AGPM & Ribo-base type Il Laocatlon
AGPM | G2R44-T2802 G269T-C26T1 238 {INKW) AGPM | GO50-URS2 CR2%-G1205 238 {INKW)

RII C2045-GIRI | G98-C6T0 HR-HIO1 (L. loop-L. leop) RII G951-CR51 CRIG-G1204 H36-HIR {TWT)
AGPM | G2R92-TI28564 GX53-C229 BE(IST) AGPM | GIO3R-1932 | U9N9-A1296 238{I872)

RII C2893-G2R63 G2T54-C2T2R H26-HIO1 {L. loop-L. loop) RII G1039-Co31 Ce10-G1295 H36-HIR { WD)
AGPM | G2RE9-U2B4T C271T-G2692 238 2AW4) AGPM | G939-UR3I9 CRI6G1191 238 2AW4H)

RII CHTO-GIR46 GITI8-C2691 H6-HIOI (L loop-L. koop) RIL Go40-CRIR CRITGII% H36-H3R{TW])
AGPM | G2RE9-U2B4T G2T17-C2692 238 {2101) AGPM | G939-UR3I9 CRI6G1191 238 {2101)

RII CHTO-GAR46 G2T18-C2691 HR-HIO (L loop-L. keop) RII Go0-CRIR CRITGI% H3G-HIR{TW])
AGEM | GIRGI-ULRSE GHRE-C7T B8 {INKW) AGPM | GSB4-UTST GR21-CRT9 168 (2AVY)

RII CI862-G 1855 GR9-C46 HAB-X (L. loop-pseudoknot) RII GSR5-CT56 UR22-ARTR H20-H25 {IWI-4W])
AGEM | GIRTEUIRS4 GM00-C414 238 2AW4) AGPM | GSR4-UTST GR21-CRT9 168 {2100)

RI CIRTe-G1RE GM10-C413 H6B-X (L. loop-psewdoknot) RII GIRS-CT36 CRI-GRTR H20-H25 {3WI-4WD)
AGEM | GIRTEUIRS4 GM00-C414 238 {2101) Int. AGPM Locatlon

RI CIRT9-G 1863 GM10-C413 H6B-X (L. loop-psewdoknet) AGPEM | ADST-11224] J U2366-A2307 238 {INKW) HRI-X
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B. Parallel (S3)

A. Coaxial Stacking (S0) 40
30 7 :
2 @ (4]
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Figure B.1: Distribution of distances with respect to various loop sizes for
coaxial stacking of helices (A), parallel (B), perpendicular (C), and diagonal

helical arrangements within junctions (D).
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@ Build-up of 3D-RAG database

All-atom structure 3D graph

motif (3,1) &ﬁf“’z)

. motif (5,1)
Partition

Insert in 3D-RAG

3D-RAG Search

Motif ID

All-atom fragments

motif (3,1)

motif (4,2)

motif (5,1)

Figure B.2: TIllustration of the 3D-RAG build-up and search. (A) All-atom
structures extracted from known structures are translated into 3D graphs and
partitioned into subgraphs based on RAG motif IDs. The subgraphs and all-
atom fragments are catalogued in 3D-RAG. (B) 3D-RAG can be used for the
search of graph similarity. After identifying the motif ID of the target graph,

one can search for graph match in the motif ID selected, and extract the corre-

sponding all-atom fragment.
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Junction prediction Motif ID: (4,2)
3-way junction

by RNAJAG

Input: 2D Structure RNAJAG graph

Structural alignement against graphs
of known structures of same motif ID

3D graphs of 3-way junctions in 3D-RAG database

At lowest RMSD graph
of known structure

@ Extract its all-atom
coordinates
—_—
from 3D-RAG

Figure B.3: Illustration of the threading approach for the prediction of the all-

atom RNA structure for a 3-way junction. (A) Predicted graph by RNAJAG.

(B) Search for graph similarities in 3D-RAG by superimposing the predicted

RNAJAG graph with junction graphs of the same motif ID extracted from

known structures. (C) Selection of the best graph candidate of known structures

with the lowest RMSD, extraction of its all-atom coordinates from the database,

and mutation of the bases to match those of the target sequence.
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Table B.1: List of RNA 3D structures containing 224 junction data used for

distance parameter estimation

Stacked | Loop ) ] Distance’
PDE | Degree® | Helices” | Size® | B1* | ©1° | B2’ | c2° | B3" | C3' | B4 | C4* (A)
1EBO Iy HiHa a 143 | E [ 144 | E [ 103 | E | 128 | E 3.361
1EFW | 4w HiH. 0 65 B 66 | B 7 B | 49 | B 3.361
1EHZ | 4w HiH, 0 65 E 66 | E 7 E | 49 | E 3.361
1KHE awd HzHs 0 23 A 24 | A | 37 | A | 8 A 7.402
1KHE awJ HiH. 0 48 A 49 | A 5 | A |3 | A 2586
1M50 | 4wl HqH. 0 7 0 8 0| 14 | 0|8 |0 2586
M50 | 4wl HzHs 0 68 0 69 | 0 | B4 | 0| 15 | O 2586
1NTB 4w HiH. 0 565 | C | 666 | C |607 | C | 548 | C 3814
1NBS I HiHa 0 | 232 | A | 233 | A | 133 | A [180 | A 8.039
1NBS A HiH. 0 | 23| A | 235 | A | 90 | A |132 ]| A 3.137
INKW | 3 HiH, a 55 0 56 | 0 | 69 |0 | 112| 0 3246
INKW | SAn HaHs 0 128 | 0O 129 | 0 |142 | 0 [ 119 | 0O 5.832
INKW | AR HzHs 0 |B48 | 0 | 849 | 0 | 954 | 0 | B35 | O 5.004
INKW | 4 HaHy 0 |1307| C |1308| C |1662| C |1289| C 5.094
INKW | 4 HiH. 0 |1992| C |1993| C |1283| C |1665| C 5.004
INKW | 3 HiH: 0 |2789| 0 |2790| 0 |2806| O |2861| O 6.341
1QRS | 4w HiH. 0 65 D 6 | D 7 D| 49 | D 6.341
1572 Il HzHs 0 52 0 53 | 0 | 66 | 0 |108| 0 arzv
1572 wd HaH; 0 |1267| 0 |1268| 0 |1290| 0 |1089| O 3.467
1572 awd HzHs 0 |1400| A |1401| A |[1721| A [1382| A 3.467
1572 vl HiH: 0 |1851| 0 |1552| O |1569| O |1634| O 2451
1572 awJ HiH, 0 |2050| A |2051| A |1374| A [1725| A 2451
1572 awd HzHs 0 |2rM2| X |273| X |2767| X |2682| X 2451
1572 Iy HiH: 0 |2831| 0 |2832| 0 |2848| O |2909| O 5714
1U0B 4w HqH. 0 65 A 66 | A 7 | A |49 | A 2927
1U6B Iy HzHs 0 93 B 94 | B | 124 | B | 51 B 4534
1U6B S HaH, 0 143 | B | 144 | B | 1686 | B | M B 4259
1095 awd HiH. 0 | 230 | A |23 | A | 79 | A |[110] A 3227
1UNG I HaHy 0 65 E 66 | E |19 | E | 14 | E 5.312
2AZE awd HaH; 0 87 A BB | A |11 | A |73 | A 2779
2A64 I HiH: 0 62 A 63 | A | B1 | A | 250 | A 3492
2AR4 I HiHa 0 | 242 | A | 243 | A | 140 | A | 190 | A 5.815
2764 awd HqH, 0 |244 | C |245| C | 91 | C |13 | C 5815
2AB4 (1] HsHs 0 307 | A | 308| A [320 | A | 278 | A 4011
2464 vy HaH; 0 34 | A | 345 | A | 384 | A | 15 | A 4416
ZAVY awJ HiH. 0 311 A | 312 | A | 115 | A | 289 | A 3.185
28VY I HiH: 0 |1073| A |1074| A |1083| A [1102| A 3127
2awa | 3 HqH, a 56 0 57 | 0| 7 |0 |14 0 a1zy
oAW4 | BA HaHs 0 130 | B (131 | B | 148 | B | 121 | B 5.113
2awa | A HaH7 0 |1163| B |1164| B |1185| B | 991 | B 4328
2aWa | 4w HaHy 0 |1294| B |1295| B |1645| B | 1276 | B 4303
28Wa | A HiH: 0 |1444| B |1445| B | 1466 | B | 1547 | B 3.484
2awa | 4wy HyH, 0 |2009| B |2010| B |1270| B | 1648 | B 3.769
2BTE S HiHs a 65 B 66 | B 7 B | 49 | B 3132
2GDI vy HiH: 0 14 X 15 | X | 51 | X | 85 | X 4055
2HOJ Iy HyHy 0 14 A 1 | A | 51 | A | 8 | A 4630
2J00 awd HiH. 0 3 A |32 | A | 115 | A | 289 | A 3248
2,00 Iy HiH: 0 |1073| A |1074| A |1083| A [1102| A 2.300
2401 I HiH, 0 56 A 57 | A | 70 | A | 114 ]| A 2870
2401 vy HzHs a 68 B 69 | B |18 | B | 16 | B 3913
2401 W HaH; 0 | B3| A | 83| A |943 | A |[B22 | A 3.173
2401 wd HaH7 0 |1267| A |1268| A |1280| A | 991 | A | 46970
2401 awd HzHs 0 |1294| A |1295| A |1645| A [1276 | A 3.565
2401 A HiH, 0 |2000| A |2010| A |1270| A |1648 | A 3242
201 Iy HiH: 0 |2814| A |2815| A |2831| A [2886| A 6.816
ZNRO S HiHs 0 65 F 66 | F 7 F |4 | F 2680
2NZ4 awd HiH, 0 7 P 8 P | 2 | P | 82| P 3736
201U I HiH: 0 7 P 8 Pl 17| P | a | P 5.147
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Table B.2: List of 200 RNA junctions from the PDB database. Each junction is
listed with its junction family and coaxial stacking arrangement from the native

structure and RNAJAG prediction.

3-way junction
PDB_ResID | Nts Native Predictions _| emsp
- Stacking | Family | Stacking | Family
2A64 128 20 H1H3 [ H1H3 [ 2.91
3USF_ 1032 21 H2H3 A H2H3 A 4.21
1NBS_48 22 H1H3 C H1H3 C 2.88
379 3356 22 H1H2 A H1H2 A 6.63
3USF_ 630 24 HZH3 A HZH3 A 5.31
379 1470 24 H1H2 A H1H2 A 6.15
15111371 24 H1H2 A H1HZ A 6.26
3BBN 947 27 H1H3 [ H1H3 c 3.52
3BBN 529 27 H2H3 A H2H3 A 4.86
02V 5 30 H1H2 A H1H2 A 2.07
4A18_2641 30 H1H2 C H1H2 C 3.03
3179 2844 30 H1H2 Cc H1H2 Cc 3.13
3IYV_1246 30 H1H3 B H2H3 B 7.46
1511_1363 30 H1H3 A H1H3 A 9.49
4A1C 47 3 H1H2 A H1H2 C 3.05
1FJG 42 3z H1H3 C H1H3 [ 2.38
2ZIR_55 32 H1H2 A H1H2 A 6.45
1PNU 32 32 H1H2 A H1H2 A B.75
1C2W_1065 33 H1H3 C H1H3 C 3.98
3179 333 33 H1H3 A H1H3 A 4.15
1C2W_ 2517 33 HZH3 A HZH3 A 5.10
379 1224 33 H1H3 C H1H3 C 6.42
1572 1119 33 H1H3 c H1H3 Cc 6.46
IMOJ 10 33 H1H2 C H1H2 A 8.40
151120 33 H1H2 A H1H2 A 8.88
IVIF 27 33 H1H2 A H1H2 A 8.88
379 1474 33 H1H2 C H1H2 C 10.46
1511_2435 M H1H2 C H1H2 C 2.71
2QBG 2455 KL H1H2 o] H1H2 o] 2.96
1PNU 2447 34 H1H2 C H1H2 [ 3.44
1UNG_6 M H2H3 C H2H3 C 4.71
2Pa9 11 3 H1H2 C H1H2 C 5.10
2XZM_1300 M H1H2 C H1H2 C 7.37
3USF 1278 M H1H3 B H1H3 B 8.55
1PNU 9 35 HZH3 C HZH3 C 379
VIF_11 35 H2H3 C H2H3 C 4.01
3sD3 20 a5 H1H3 A H1H3 A 4.43
ZAWT 999 35 H1H3 B H1H3 A 4.63
P49 9 35 HZH3 B HZH3 B B.56
1EBO 5 36 H1H3 [ H1H3 [ 4.80
379 9 36 H2H3 [ H2H3 [ 4.86
15119 36 H2H3 C HZH3 A 6.30
IVZF_308 36 H1H3 C H1H3 C 7.79
1FJG 963 36 HZH3 B HZH3 B 8.20
312D 14 36 H1HZ c H2H3 A 827
3USF 1208 36 HZH3 B HZH3 B 8.60
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4718 1516 37 H1H2 A H1H2 A 6.28
162X 10 37 H2H3 [+ H2H3 C 7.44
1C2W 32 37 H1H2 A H1HZ2 A 7.55
3UsH 9 38 H2H3 [ H2H3 [+ 5.23
3IZF 1504 38 H1H2 A H1H3 A 8.05
YV 1298 38 H1H2 [&] H1H2 B 9.82
4A1B 853 39 H2H3 A H2H3 A 7.02
3IZF 818 39 H2H3 A H2H3 A 7.03
3179 500 39 H1HZ2 A H1H2 A 9.36
1572 2078 40 H2H3 A H2H3 A 3.90
2%ZM 1179 40 H2H3 B H2H3 B 10.19
1872 776 40 H2H3 B H1H2 B 10.59
3SUX 23 41 H1H3 A H1H3 A 5.14
1RMN 5 41 H2H3 [ H2H3 [+ 5.32
2X7M 1125 41 H1H2 B H1H2 B 8.21
1FJG 909 41 H1H2 B H1H2 B 10,02
1FOQ 24 42 H1H3 B H1H3 A 4.85
31ZF 494 43 H1H2 A H1H2 A 6.54
4A1B 547 43 H1H2 A H1H2 A 7.05
3USF 1156 43 H1H2 B H1H2 B 10.20
4A1B 2291 44 H1H2 A H1H2 A 6.06
1PNU 1263 | 44 H1H2 A H1H2 A 6.24
3JYX 338 44 H1H3 [ H1H3 [ 6.69
1C2W 697 45 H2H3 A H2H3 A 8.60
3IZF 429 45 H2H3 B H2H3 B 10.53
3179 2399 46 H2H3 A H2H3 A 3.81
20BG 2072 | 46 H2H3 A H2H3 A 474
1C2W 2092 | 46 H2H3 A H2H3 A 5.49
1J2B 7 46 H1H3 A H1H3 A 5.61
1FJG BO5 46 HZH3 A HZH3 A 5.65
3BBO 5 46 H1H2 A H1H2 A 6.90
31ZF 178 46 H1H3 [+ H1H3 C 8.04
3179 178 46 H1H3 c H1H3 c 8.05
3BBN 769 46 H2H3 B H2H3 B 10.34
1FJG 1094 46 H1H2 [¢] H1H2 [+ 10.40
ZAWT 1112 | 46 H1H2 [ H1H2 [+ 1047
YV 1007 47 H2H3 B H2H3 B 8.50
2087 40 48 H1H2 A H1H2 A 6.01
3179 812 48 H2H3 B H1H3 C 10.46
3F04 5 49 H1H3 [&] H1H3 [+ 3.45
1811 1510 49 H1H2 [+ H1H2 [ 5.17
3IYX 2472 49 H1H2 A H1H2 A 7.69
3179 429 49 H2H3 B HZH3 B 7.84
ZAWT 822 50 H2H3 A H2H3 A 5.45
4718 184 50 H1H3 [ H1H3 [+ 6.39
1PNU 2026 52 H2H3 A H2H3 A 6.38
2037 17 53 H1H3 [ H1H3 [ 7.67
3UsH 453 54 H1H2 A H1H2 A 7.50
1Y26 9 55 H1H3 [ H1H3 [+ 4.08
3IsLa 9 57 H1H3 [ H1H3 [+ 2.86
2ZIR 1957 62 H2H3 B H2H3 B 9.71
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| 1511 12 | 64 | HH2Z | © HHz2 | ¢C 5.82
4-way junction
Native Predictions

PDB_ResID | Nts Stacking Family Stacking Family RMSD
3IZF 1639 35 H1H2H3H4 cH H1H2ZH3H4 cH 6.08
3Us5H 1480 35 H3H4 cK H3H4 cK 13.35
4A1B 1507 35 H3H4 cK H3H4 cK 1342
3BBN_ 94 36 H1H4H2H3 clL H1H4HZH3 cL 7.85
3JYV 98 36 H1H4H2H3 clL H1H4HZH3 clL 8.29
2MRD & a7 HI1H4H2H3 clL H1H4HZH3 oL 2.18
1KHE 5 37 H1H4H2ZH3 cH H1H4HZH3 cH 2.76
3F4G 32 a7 H1H4H2ZH3 cH H1H4HZH3 cH 10.36
3IVK_ 61 38 H1H2H3H4 cH H1H2ZH3H4 H 6.81
2064 9 39 H1H4H2H3 H H1H4HZH3 H 6.73
4A1B 1429 39 H1H4H2H3 clL H1H4HZH3 ol 8.45
1C2W 1270 39 H1H4H2H3 clL H1H4HZH3 cL 24.08
3QsY 7 40 H1H4H2H3 clL H1H4HZH3 clL 4.29
3USH 1942 41 HI1H4H2H3 H H1H4HZH3 H 4.07
4A41B 1950 41 H1H4H2H3 H H1H4HZH3 H 4.12
1572 1787 41 H1H4H2H3 H H1H4HZH3 H 4.17
3VZFE 1700 41 H1H4H2H3 H H1H4HZH3 H 4.41
329 2966 41 H1H4H2ZH3 cH H1H4HZH3 cH 6.08
ZAKE 7 42 H1H4H2H3 cl H1H4HZH3 clL 2.36
3AMU 7 42 H1H4H2H3 clL H1H4HZH3 clL 2.57
1511 1333 42 H1H4H2H3 clL H1H4HZH3 clL 8.45
2AWT 111 42 H1H4H2H3 clL H1H4HZH3 oL 11.06
1572 3 42 naone W H1H4HZH3 cL 14.08
2DER & 43 H1H4H2H3 clL H1H4HZH3 clL 2.40
4A1B 2766 43 H1H4H2H3 cH H1H4HZH3 cH 4.72
3USH 2764 43 H1H4H2H3 cH H1H4HZH3 cH 4.93
3VZE 1389 43 HI1H2H3H4 cH H1HZH3H4 cH 7.14
1572 1413 43 H3H4 ckK H3H4 cK 14.64
3179 1511 43 H3H4 ckK H3H4 ck 1473
1B23 7 45 H1H4H2H3 clL H1H4HZH3 clL 1.91
2ZJR._2431 45 H1H4H2H3 cH H1H4HZH3 cH 5.56
1572 2519 45 H1H4H2H3 cH H1H4HZH3 cH 5.70
3VZF 2552 45 H1H4H2H3 cH H1H4HZH3 cH 5.81
2003 7 46 H1H4H2H3 clL H1H4HZH3 clL 2.01
1E7 7 46 H1H4H2H3 clL H1H4HZH3 clL 2.26
20U6 7 46 H1H4H2H3 cL H1H4HZH3 clL 2.38
2ZJR_1264 46 H3H4 ck H3H4 ck 15.08
20M7 7 47 H1H4H2H3 clL H1H4HZH3 clL 2.29
1U0B 7 47 H1H4H2H3 clL H1H4HZH3 cL 2.45
2D6F 7 47 H1H4H2H3 clL H1H4HZH3 clL 3.02
3EPH 6 48 H1H4H2ZH3 clL H1H4HZH3 clL 2.69
1GAX 6 48 H1H4H2H3 clL H1H4HZH3 cL 2.87
1FIR 7 48 H1H4H2H3 clL H1H4HZH3 clL 3.00
1PMU 553 48 none X H1H4H2ZH3 H 7.67
2IHX B8 48 none X none H 11.62
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12 7 49 H1H4HZH3 cl H1H4H2ZH3 clL 3.02
3J16 7 449 H1HAHZ2H3 Gl H1H4H2H3 [+ 3.14
JALOD 7 49 H1H4HZHS3 ol HI1H4H2H3 oL 3.36
20W1. 7 49 H1H4HZH3 clL H1H4H2H3 cL 3.40
1FJG 132 49 H1HAHZH3 cH H1H4H2H3 cH 6.68
AF4G 8B 44 H1HAHZH3 cH H1H4H2H3 cH 781

151H 12 49 None m nong cH 16.75
2K4C 7 50 H1H4HZH3 al H1H4H2H3 cl 21

QU2 7 50 H1H4HZH3 el H1H4H2ZH3 clL 2.58
AT T 50 H1H4HZH3 [+ H1H4H2H3 clL 2.61

486D 7 50 H1H4HZHS3 ol HI1H4H2H3 oL 287
3TUP 7 50 H1H4HZH3 clL H1H4H2H3 cL 2.90
27UF T 50 H1H4AHZH3 cl H1H4H2H3 cL 298
JLou 7 50 H1HAHZH3 cL H1H4H2H3 ol 3.0Z
JAZK T 50 H1H4HZH3 Gl H1H4H2H3 [ 3.08
3KFU 7 50 H1H4HZH3 el H1H4H2ZH3 clL 3.43
1QF6_7 50 H1H4HZH3 cl H1H4H2H3 cL 3.62
1EIY 7 50 H1H4HZH3 [+ H1H4H2H3 clL 3.66
2ZJR 1361 50 H1HZH3H4 cH H1HZH3H4 cH 6.42
IVZF 1293 50 H3H4 K H3H4 cK 15.80
2AWT 138 51 H1HAHZH3 cH H1HAH2ZH3 cH 6.86
27JR B33 51 none X none X 15.12
Q7 52 H1HAHZHS3 al H1HAH2H3 ol 298
4AEB 8 52 H1H4HZH3 clL H1H4H2H3 cL 10.33
4A18B 1650 53 H1HZH3H4 cH H1HZH3H4 cH 3.61

3UsH 1625 53 H1H2ZH3H4 cH H1HZH3H4 cH 3.86
3YV 598 i) H1H4HZH3 ol H1H4H2H3 cL 7.99
1C2W_1307 55 H1H2 m H1H4H2ZH3 oL 18.37
1PNU_244 55 none oW none W 2342
1U9S 44 56 H3H4 m H3H4 cH F.09
208G 601 56 none X nong H 12.88
1C2W 1444 56 H1H2 oK H3H4 cK 15.69
1572 1848 57 none m nong cH 11.52
3BBN 512 58 H1HAHZH3 clL H1H4H2H3 cL B9
208G 268 58 none &X nong X 19.39
1YY 1567 58 H2H3 [ none cK 2532
2%ZM_ 1131 60 none X none cX 1740
4A1B 1868 64 none o\ none oW 18.27
3UsH 1849 64 none o1} none oW 1845
4A18 2011 65 none m nong cH 14.88
3l7F 668 66 H3H4 cK nong cX 18.31
JV2F 1761 67 none L none cH 14 41
IBBO 1765 67 none m none m 1506
3¥X 1998 64 none oW none oW 1996
3U5F 1163 70 none X none cX 17.98
3BEBMN 887 72 none X none cX 21.12
27JR 1586 76 none W none W 19.93
1572 1703 78 none W none W 2029
3179 1869 74 none cw none oW 20.32
IV2E 16810 B4 none oWV none WY 2179
dBEN 1004 BH none m None cX 2447
3BBO 23 93 none X nong cX 2348
3Q01Q 18 103 H1HZ ck none ckK 24 83
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Figure B.4: Distribution of RMSD and MaxAngle for the representative 13

RNA junctions using RNAJAG and other 3D structure prediction programs.
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Figure C.1: Average distance of base pairs in helices (A) and RMSDs of the
entire system (116 residues) and only base pairs (82 residues) with respect to

the starting structure, respectively (B).

Seguence GUAA GUGA GCAA GCGA GAGA
Count 233 54 22 8 1

Table C.1: Sequences of GNRA loop in 318 FMDV IRES domain 3
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Figure C.2: RMSD distribution and clustering analysis of the 717 structures
based on the basal region, Ggg to Ujzz and Coyg to Cogg, in domain 3. The
3D models are obtained using 2D information of FMDV C-S8 IRES domain 3.
With equally distributed 101 bins formed between zero and a maximum RMSD
value of 3.97 nm, each RMSD value from either upper or lower triangular RMSD
matrix (717 x 717) is put into a right bin. The cutoff value of 1.04 separates
the peak (A). Clustering analysis of the 717 structures is based on the overall
helical shape of the basal region. The RMSDs of these structures range from
0.44 to 3.97 nm. Thirteen clusters are found, of which the first four clusters

contain at least 10 structures (B).
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Figure C.3: 17 combinations of two four-way junction topologies including
(d,g)*, a modified combination of (d,g),with shown in Figure 4.5B. The four
combinations (a,g), (b,g), (d,e) and (d,f) are highlighted with red box as can-
didate topologies considering potential long-range interactions between H, and

Hs
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Figure C.4: An extended 2D structure including a potential binding receptor site
of RAAA motif. Experimental data suggests long-range interactions between
RAAA motif and the extended system (Ujai...A21). In 3D space, the plane
of junction I and II are perpendicular that the spatial distance between these

structural elements involving RAAA long-range interactions are relatively close.
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B 2D structure of loop B in poliovirus IRES domain IV
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B 2D structure of helix H5 in FMDV IRES domain 3

Figure C.5: Structure shape of helix Hy agrees well with an L-shaped native
structure of a poliovirus IRES domain IV. In addition, the helix H5 containing
GNRA motif is compared to the NMR solution data of loop B, equivalent in
poliovirus IRES containing GNRA motif. Although the sequences are different,

overall shapes of both structures agree well with RMSD value of 7.5A.
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Figure D.1: Distances of heavy atoms in terminal base pairs at the center of
the 4H junction. While the distances of G-C base pairs in A (lower left) and
C (upper right) are highly stable, the distances of G-U base pairs in B (lower

right) and D (upper left) exhibit some fluctuations.
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Figure D.2: Base stacking interactions determined by a distance between bases
and an angle. (A) shows base-base distances with a cutoff value of 5.5A. (B)
shows an angle between adjacent bases with a cutoff value of 30°. (C) shows

base stacking interaction satisfying the distance and angle criteria.
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